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Abstract

Let Mk be a given set ofk integers. DefineExact-Mk-Colorability to be the problem of determining wheth
or not χ(G), the chromatic number of a given graphG, equals one of thek elements of the setMk exactly. In 1987,
Wagner [Theoret. Comput. Sci. 51 (1987) 53–80] proved thatExact-Mk-Colorability is BH2k(NP)-complete, where
Mk = {6k + 1,6k + 3, . . . ,8k − 1} and BH2k(NP) is the 2kth level of the Boolean hierarchy over NP. In particular, fork = 1,
it is DP-complete to determine whether or notχ(G) = 7, where DP= BH2(NP). Wagner raised the question of how sm
the numbers in ak-element setMk can be chosen such thatExact-Mk-Colorability still is BH2k(NP)-complete. In
particular, fork = 1, he asked if it is DP-complete to determine whether or notχ(G) = 4.

In this note, we solve Wagner’s question and prove the optimal result: For eachk � 1, Exact-Mk-Colorability is
BH2k(NP)-complete forMk = {3k + 1,3k + 3, . . . ,5k − 1}. In particular, fork = 1, we determine the precise threshold
the parametert ∈ {4,5,6,7} for which the problemExact-{t}-Colorability jumps from NP to DP-completeness: It
DP-complete to determine whether or notχ(G) = 4, yetExact-{3}-Colorability is in NP.
 2003 Elsevier Science B.V. All rights reserved.
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To classify the complexity of problems known to
NP-hard or coNP-hard, but seemingly not contain
in NP∪ coNP, Papadimitripu and Yannakakis [16] i
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ing types of problems, includinguniqueness problem
critical graph problems, andexact optimization prob
lems. For example, Cai and Meyer [7] proved the D
completeness ofMinimal-3-Uncolorability,
a critical graph problem that asks whether a giv
graph is not 3-colorable, but deleting any of its vertic
makes it 3-colorable. A graph is said to bek-colorable
if its vertices can be colored using no more thank col-
ors such that no two adjacent vertices receive the s
color. Thechromatic number of a graphG, denoted
χ(G), is defined to be the smallestk such thatG is
k-colorable.
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Generalizing DP, Cai et al. [3,4] defined and studied
the Boolean hierarchy over NP. Their papers initiated
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If there exists a polynomial-time computable func-
tion f such that, for all stringsx1, x2, . . . , x2k ∈ Σ∗
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an intensive work and many papers on the Bool
hierarchy; e.g., [20,15,13,21,2,5,1,6,12,17] to na
just a few.

To define the Boolean hierarchy, we use the sy
bols∧ and∨, respectively, to denote thecomplex in-
tersectionand thecomplex unionof set classes. Tha
is, for classesC andD of sets, define

C ∧D = {A ∩ B | A ∈ C andB ∈D};
C ∨D = {A ∪ B | A ∈ C andB ∈D}.

Definition 1 (Cai et al. [3]). TheBoolean hierarchy
overNP is inductively defined as follows:

BH1(NP) = NP,

BH2(NP) = NP∧ coNP,

BHk(NP) = BHk−2(NP) ∨ BH2(NP) for k � 3,

and

BH(NP) =
⋃
k�1

BHk(NP).

Equivalent definitions in terms of different Boolea
hierarchy normal forms can be found in the papers
20,15]; for the Boolean hierarchy over arbitrary s
rings, we refer to the early work by Hausdorff [11
Note that DP= BH2(NP).

All hardness and completeness results in this pa
are with respect to the polynomial-time many-o
reducibility, denoted by�p

m, which is defined as
follows. For setsA andB, A �p

m B if and only if there
exists a polynomial-time computable functionf such
that for eachx ∈ Σ∗, x ∈ A if and only if f (x) ∈ B.
A set B is said to beC-hard for a complexity clas
C if and only if A �p

m B for eachA ∈ C. A set B is
said to beC-complete if and only ifB is C-hard and
B ∈ C.

In his seminal paper [20], Wagner provided su
cient conditions to prove problems complete for
levels of the Boolean hierarchy. In particular, he
tablished the following lemma for BH2k(NP).

Lemma 2 (Wagner, see Theorem 5.1(3) of [20]).LetA
be someNP-complete problem, letB be an arbitrary
problem, and letk � 1 be fixed.
satisfying(∀j : 1 � j < 2k)[xj+1 ∈ A ⇒ xj ∈ A], it
holds that
∥∥{i | xi ∈ A}∥∥ is odd ⇔ f (x1, x2, . . . , x2k) ∈ B,

(1.1)

thenB is BH2k(NP)-hard.

For fixed k � 1, let Mk = {6k + 1,6k + 3, . . . ,

8k − 1}, and define the problem

Exact-Mk-Colorability

= {
G | G is a graph withχ(G) ∈ Mk

}
.

In particular, Wagner applied Lemma 2 to prove th
for each k � 1, Exact-Mk-Colorability is
BH2k(NP)-complete. For the special case ofk = 1,
it follows thatExact-{7}-Colorability is DP-
complete.

Wagner [20, p. 70] raised the question of ho
small the numbers in ak-element setMk can be cho-
sen such thatExact-Mk-Colorability still is
BH2k(NP)-complete. Consider the special case ofk =
1. It is easy to see thatExact-{3}-Colorability
is in NP and, thus, cannot be DP-complete unless
Boolean hierarchy collapses; see Proposition 3 be
Consequently, fork = 1, Wagner’s result leaves a ga
in determining the precise thresholdt ∈ {4,5,6,7}
for which the problemExact-{t}-Colorability
jumps from NP- to DP-completeness.

Closing this gap and solving Wagner’s questi
we show that for eachk � 1,Exact-Mk-Colora-
bility is BH2k(NP)-complete forMk = {3k + 1,

3k + 3, . . . ,5k − 1}. In particular, fork = 1, it is DP-
complete to determine whether or notχ(G) = 4.

2. Solving Wagner’s question

Proposition 3. Fix any k � 1, and let Mk be any
set that containsk noncontiguous positive intege
including 3. Then,Exact-Mk-Colorability is
in BH2k−1(NP); in particular, fork = 1,Exact-{3}-
Colorability is in NP.

Hence, Exact-Mk-Colorability is not
BH2k(NP)-complete unless the Boolean hierarc
and consequently the polynomial hierarchy, collaps
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Proof. Fix any k � 1, and letMk be given as above.
Note that

in
le,

wo

to
the

m
,

in
er
s
te

-

g

nd
ial,
r a
mi
sult

that does not rely on the PCP theorem. Theorem 6 be-
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Exact-Mk-Colorability

=
⋃

i∈Mk

Exact-{i}-Colorability.

Since for eachi ∈ Mk ,

Exact-{i}-Colorability
= {

G | χ(G) � i
} ∩ {

G | χ(G) > i − 1
}

and since the set{G | χ(G) � i} is in NP and the
set {G | χ(G) > i − 1} is in coNP, each of thek − 1
setsExact-{i}-Colorabilitywith i ∈ Mk −{3}
is in DP. However,Exact-{3}-Colorability is
even contained in NP, since it can be checked
polynomial time whether a given graph is 2-colorab
so {G | χ(G) > 2} is in P. Hence,Exact-Mk-Col-
orability is in BH2k−1(NP). ✷

To prove the main result of this paper, we apply t
known reductions from 3-SAT to 3-Colorabili-
ty, which have certain useful properties needed
apply Lemma 2. These properties are stated in
following two lemmas.

The first reduction is the standard reduction fro
3-SAT to 3-Colorability, which is due to Garey
Johnson, and Stockmeyer [9,19]. Here, 3-SAT is
the satisfiability problem for Boolean formulas
conjunctive normal form and with three literals p
clause, and 3-Colorability is the set of graph
G with χ(G) � 3. Both are standard NP-comple
problems [8].

Lemma 4 (Garey et al. [9,19]).There exists a polyno
mial-time computable functionσ that �p

m-reduces3-
SAT to 3-Colorability and satisfies the followin
two properties:

ϕ ∈ 3-SAT ⇒ χ
(
σ(ϕ)

) = 3; (2.1)

ϕ /∈ 3-SAT ⇒ χ
(
σ(ϕ)

) = 4. (2.2)

The second reduction is due to Guruswami a
Khanna [10]. Using the PCP theorem, Khanna, Lin
and Safra [14] showed that it is NP-hard to colo
3-colorable graph with only four colors. Guruswa
and Khanna [10] gave a novel proof of the same re
which are stated in Lemma 5.

Lemma 5 (cf. the proof of Theorem 1 of [10])
There exists a polynomial-time computable functioρ
that �p

m-reduces3-SAT to 3-Colorability and
satisfies the following two properties:

ϕ ∈ 3-SAT ⇒ χ
(
ρ(ϕ)

) = 3; (2.3)

ϕ /∈ 3-SAT ⇒ χ
(
ρ(ϕ)

) = 5. (2.4)

Proof. The Guruswami–Khanna reduction, call itρ,
is the composition of two subsequent reductio
first a reduction from 3-SAT to the independent se
problem, another standard NP-complete problem
and then from the independent set problem to-
Colorability. The independent set problem as
given graph aG and an integerm, whether or not the
size of a maximum independent set ofG (i.e., of a
maximum subset ofG’s vertex set in which no two
vertices are adjacent) is at leastm.

We omit presenting the details of Guruswami a
Khanna’s very sophisticated construction, which
volves tree-like structures and various types of gad
connecting them. Instead, we give only a rough out
of the construction. Using the standard reduction fr
3-SAT to the independent set problem [8], constr
from the given Boolean formulaϕ a graphG consist-
ing of m triangles (i.e., ofm cliques of size 3 each
such that each triangle corresponds to some claus
ϕ and the vertices of any two distinct triangles are c
nected by an edge if and only if they represent so
literal and its negation, respectively, in the correspo
ing clauses.

Then, transformG to a graphH = ρ(ϕ) such
that, to each such triangle inG, there correspond
a tree-like structure with three leaves in the gra
H . The “vertices” of the tree-like structures are ba
templates consisting of 3× 3 grids such that the
vertices in each row and in each column of the g
induce a 3-clique. The three vertices in the first colu
of any such basic template are shared among al
basic templates in each of the tree-like structu
Finally, connect the leaves of any two distinct tree-l
structures by appropriate gates that will be descri
later on.
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Similarly, we also omit presenting the details of
their clever proof of correctness and give only a

at

n is
gets
vel

t if
e
ula

ve.
c

a-
na-
ir
mi

ph
-

) in

on-

tion

tem-
s
ays
di-
on-
me

ted
two
me
re
less

of which 3-coloring is used for the grids, one can
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rough outline of the idea. Intuitively, it is argued th
every 4-coloring of the graphH “selects” the root of
each tree-like structure and that this root selectio
inherited downwards to the leaves. Then, the gad
connecting the tree-like structures at the leaf-le
ensure that if the graphH = ρ(ϕ) is 4-colorable, then
ϕ is satisfiable. On the other hand, it is proven tha
ϕ is satisfiable, thenH is even 3-colorable. Thus, th
construction guarantees that an unsatisfiable form
implies a graph with chromatic number at least fi
In other words, the graphH has never a chromati
number of exactly four, no matter whether or notϕ

is satisfiable.
However, there is one subtle point in the Gurusw

mi–Khanna reduction that requires detailed expla
tion here, since it is crucial to our application of the
reduction in Theorem 6. As noted above, Guruswa
and Khanna [10] prove that their reductionρ satisfies
that:

• ϕ ∈ 3-SAT implies χ(ρ(ϕ)) = 3, which is
Eq. (2.3), and

• ϕ /∈ 3-SAT impliesχ(ρ(ϕ)) � 5.

Guruswami and Khanna [10] note that the gra
H = ρ(ϕ) they construct is always 6-colorable. How
ever, to apply Wagner’s technique (see Lemma 2
the proof of Theorem 6, we need to have thatϕ /∈
3-SAT implies not only 5� χ(H) � 6, but exactly
χ(H) = 5.

We now argue that the Guruswami–Khanna c
struction even gives that the graphH is always 5-
colorable as required. To see why, look at the reduc
in [10]. Recall that the graphH consists of tree-like
structures whose vertices are replaced by basic
plates, which are 3× 3 grids whose rows and column
induce 3-cliques. Thus, the basic templates can alw
be colored with three colors, say 1, 2, and 3. In ad
tion, some leaves of the tree-like structures are c
nected by leaf-level gadgets of two types, the “sa
row kind” and the “different row kind”.

The latter gadgets consist of two vertices connec
to some grids, and thus can always be colored with
additional colors. The leaf-level gadgets of the “sa
row kind” consist of a triangle whose vertices a
adjacent to two grid vertices each. Hence, regard
c ∈ {1,2,3} such thatc is different from the colors
of the two grid vertices adjacent tot1. Using two
additional colors for the other two triangle vertic
impliesχ(H) � 5, which proves Eq. (2.4).✷
Theorem 6. For each fixedk � 1, let Mk = {3k + 1,

3k + 3, . . . ,5k − 1}. Then,Exact-Mk-Colora-
bility is BH2k(NP)-complete.

Proof. Apply Lemma 2 withA being the NP-complet
problem 3-SAT and B being the problemExact-
Mk-Colorability, whereMk = {3k + 1,3k + 3,

. . . ,5k − 1} for fixedk.
Let σ be the standard reduction from 3-SAT to 3-

Colorability according to Lemma 4, and letρ be
the Guruswami–Khanna reduction from 3-SAT to 3-
Colorability according to Lemma 5.

The join operation⊕ on graphs is defined a
follows: Given two disjoint graphsA = (VA,EA) and
B = (VB,EB), their join A ⊕ B is the graph with
vertex setVA⊕B = VA ∪ VB and edge setEA⊕B =
EA ∪ EB ∪ {{a, b} | a ∈ VA andb ∈ VB}. Note that⊕
is an associative operation on graphs andχ(A ⊕ B) =
χ(A) + χ(B).

Let ϕ1, ϕ2, . . . , ϕ2k be 2k given Boolean formulas
satisfyingϕj+1 ∈ 3-SAT ⇒ ϕj ∈ 3-SAT for eachj

with 1 � j < 2k. Define 2k graphsH1,H2, . . . ,H2k

as follows. For eachi with 1 � i � k, defineH2i−1 =
ρ(ϕ2i−1) and H2i = σ(ϕ2i). By Eqs. (2.1)–(2.4), it
follows that:

χ(Hj ) =




3 if 1 � j � 2k andϕj ∈ 3-SAT,

4 if j = 2i for somei ∈ {1,2, . . . , k}
andϕj /∈ 3-SAT,

5 if j = 2i − 1 for somei ∈ {1,2, . . . , k}
andϕj /∈ 3-SAT.

(2.5)

For eachi with 1 � i � k, define the graphGi to
be the disjoint union of the graphsH2i−1 and H2i .
Thus, χ(Gi) = max{χ(H2i−1),χ(H2i)}, for each i

with 1 � i � k. The construction of our reductio
f is completed by definingf (ϕ1, ϕ2, . . . , ϕ2k) = G,
where the graphG = ⊕k

i=1 Gi is the join of the graphs
G1,G2, . . . ,Gk . Thus,
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χ(G) =
k∑

χ(Gi) =
k∑

max
{
χ(H2i−1),χ(H2i )

}
.
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It follows from our construction that
∥∥{i | ϕi ∈ 3-SAT}∥∥ is odd

⇐⇒ (∃i: 1 � i � k)

[ϕ1, . . . , ϕ2i−1 ∈ 3-SAT and

ϕ2i, . . . , ϕ2k /∈ 3-SAT]
(2.6),(2.7)⇐⇒ (∃i: 1 � i � k)[∑k

j=1 χ(Gj ) = 3(i − 1) + 4+ 5(k − i)

= 5k − 2i + 1
]

(2.7)⇐⇒ χ(G) ∈ Mk = {3k + 1,3k + 3, . . . ,5k − 1}
⇐⇒ f (ϕ1, ϕ2, . . . , ϕ2k)

= G ∈ Exact-Mk-Colorability.

Hence, Eq. (1.1) is satisfied. By Lemma 2,Exact-
Mk-Colorability is BH2k(NP)-complete. ✷

In particular, fork = 1, Theorem 6 has the follow
ing corollary.

Corollary 7. Exact-{4}-Colorability is DP-
complete.

To conclude this paper, we mention in passing t
Riege and this author [17] recently obtained sim
BH2k(NP)-completeness results for the exact versi
of the domatic number problem and the conveyor fl
shop problem.

The results of this paper appear in preliminary fo
in [18].
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