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Zusammenfassung

Wahlverfahren werden nicht nur in der Politik, sondern authvielen Gebieten der Infor-
matik eingesetzt (z.B. bei Multi-Agenten-Systemen in déngtlichen Intelligenz). Brams und
Sanver [BS06] fuhrten zwei Wahlsysteme ein, die das bdkafy\pproval Votingmodifizieren:
Sincere-strategy Preference-based Approval Vo{i8g-AV) und Fallback Voting(FV). Diese
beiden Wahlsysteme werden in der vorliegenden Arbeit imbhtk auf Wahlkontrolle un-
tersucht. In solchen Kontrollszenarien versucht ein eeterAgent, das Wahlergebnis durch
Hinzufuigen/Entfernen/Partitionieren von entweder Kdatén oder Wahlern zu beeinflussen.

Es wird gezeigt, dass SP-AV gegen 19 der ublichen 22 TypenWahlkontrolle resistent
ist, d.h., die entsprechenden Kontrollprobleme sind NRyhBInter allen natirlichen Wahlsyste-
men, deren Sieger in Polynomialzeit bestimmt werden kiphesitzt SP-AV somit die meisten
Resistenzen gegen Wahlkontrolle. Insbesondere ist SPrRA¢h(Copeland Voting siehe Fal-
iszewski et al. [FHHRO08a]) das zweite solche Wahlsysters, gkgen alle Typen der konstruk-
tiven Wahlkontrolle resistent ist. Anders &®peland Votingst SP-AV jedoch auch weitgehend
resistent gegen die destruktiven Kontrolltypen. AuRerdend gezeigt, dass FV — ebenso wie
SP-AV — vollstandig resistent gegen alle Typen von Kantgidiontrolle ist.

Christian et al. [CFRS06] zeigten, dass das Prob@ptimal Lobbyingim Sinne der
parametrisierten Komplexitat schwer zu ldsen ist. In\d@tiegenden Arbeit wird ein effizienter
Algorithmus entworfen und analysiert, der sogar die vgeatieinerte Variant®ptimal Weighted
Lobbyingdieses Problems in einem logarithmischen Faktor apprextmind es wird gezeigt,
dass dieser Approximationsfaktor fur diesen Algorithmicht verbessert werden kann.

Weiterhin wird das Gewinnerproblem fiir Dodgson-Wahlertetsucht. Hemaspaandra,
Hemaspaandra und Rothe [HHR97] zeigten, dass dieses Rrobléstandig fir parallelen Zu-
griff auf NP ist (d.h. vollstandig fur di@S—Stufe der Polynomialzeit-Hierarchie). Homan und
Hemaspaandra [HHO6] stellten eine effiziente Heuristik dog unter geeigneten Voraussetzun-
gen Dodgson-Gewinner mit einer garantierten Haufigkeddind.h., diese Heuristik ist ein so
genannter “frequently self-knowingly correct algorithmt der vorliegenden Arbeit wird dieser
Algorithmus-Typ in Bezug zur Klass@verage-Case Polynomial Tinf@vgP) gesetzt. Es wird
gezeigt, dasgdesVerteilungsproblem in AvgP bezuglich der Gleichvertagueinen solchefre-
quently self-knowingly correct algorithhmat, der in Polynomialzeit luft. AuRerdem werden einige
Eigenschaften des verwandten Begrfifebability weight of correctnedsinsichtlich der von Pro-
caccia and Rosenschein [PR0O7] eingefiihrten so genaduatda\Verteilungen untersucht.

Vii






Abstract

While voting systems were originally used in political swe, they are now also of central im-
portance in various areas of computer science, such agiattifitelligence (in particular within
multiagent systems). Brams and Sanver [BS06] introduasckse-strategy preference-based ap-
proval voting (SP-AV) and fallback voting (FV), two eleaticystems which combine the pref-
erence rankings of voters with their approvals of candglaM/e study these two systems with
respect to procedural control—settings in which an agegksto influence the outcome of elec-
tions via control actions such as adding/deleting/partitig either candidates or voters.

We prove that SP-AV is computationally resistant (i.e., theresponding control problems
are NP-hard) to 19 out of 22 types of constructive and destrucontrol. Thus, for the 22 control
types studied here, SP-AV has more resistances to congrohree, than is currently known for
any other natural voting system with a polynomial-time vénproblem. In particular, SP-AV
is (after Copeland voting, see Faliszewski et al. [FHHRD&a¢ second natural voting system
with an easy winner-determination procedure that is knawmatve full resistance to constructive
control, and unlike Copeland voting it in addition displdysad resistance to destructive control.

We show that FV has full resistance to candidate control.

We also investigate two hard problems related to votingpiitanal weighted lobbying prob-
lem and the winner problem for Dodgson elections. Regartlisgormer problem, Christian et
al. [CFRSO06] showed that optimal lobbying is intractablehia sense of parameterized complex-
ity. We propose an efficient greedy algorithm that noneiselgpproximates a generalized variant
of this problem, optimal weighted lobbying, and thus thayimal optimal lobbying problem as
well. We also show that the approximation ratio of this aildyon is tight.

The problem of determining Dodgson winners is known to beplete for parallel access to
NP [HHR97]. Homan and Hemaspaandra [HHO06] proposed aneaffigreedy heuristic for find-
ing Dodgson winners with a guaranteed frequency of suceasktheir heuristic is indeed a “fre-
quently self-knowingly correct algorithm.” We prove thateey distributional problem solvable
in polynomial time on the average with respect to the unifaiistribution has a frequently self-
knowingly correct polynomial-time algorithm. Furthermapwe study some features of probability
weight of correctness with respect to Procaccia and Rokeirss junta distributions [PRO7].
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Chapter 1

Introduction

“Elections in which great care is taken to prevent any expbc hidden struc-
tural bias towards any one candidate, aside from those baaEhbiases that
naturally result from an electorate that is equally wellonined about various
assets and liabilities of each candidate”

(Democracy Watch on fair elections)

Computational social choice is a new field emerging at therfate of social choice
theory and computer science. This new field has two main adges. First, it applies
techniques developed in computer science to problems fiawialschoice theory, for
example to study the complexity of problems related to \w{see, e.g., the survey by
Faliszewski et al. [FHHROQ9]) or fair division (see, e.g.L[B]). Second, it transfers
concepts from social choice theory into computer scienagh as preference aggregation.

The study of voting procedures is a central task within comafpenal social choice.
\Voting provides a particularly useful method for prefereraggregation and collective
decision-making. While voting systems were originally dise political science, eco-
nomics, and operations research, they are now also of tenprartance in various areas
of computer science, such as artificial intelligence (irtipatar, within multiagent sys-
tems). In automated, large-scale computer settings, y@ystems have been applied,
e.g., for planning [ER93] and similarity search [FKS03]ddrave also been used in the
design of recommender systems [GMHS99] and ranking algost[DKNS01], where
they help to lessen the spam in meta-search web-page rankfgieta-search engine
can be viewed as a machine that treats conventional seagohesras voters who rank
web-pages, as candidates, resulting from a search queryodl lmverview in computa-
tional social choice is presented by Chevaleyre et al. [CBEZM

1



2 CHAPTER 1. INTRODUCTION

For such applications, it is crucial to explore the compatet! properties of voting
systems and, in particular, to study the complexity of peais related to voting (see, e.g.,
the survey by Faliszewski et al. [FHHROQ9]).

Now, what exactly are voting systems and elections? Aniele& = (C,V) is spec-
ified by a finite seC of candidates and a finite collectidhof voters who express their
preferences over the candidateinwhere distinct voters may of course have the same
preferences. A voting system is a set of rules to aggregatedters’ individual prefer-
ences in order to determine the winners of a given election.

Elections have a long history going back to Athenian denwycoéthe ancient Greece.
The greek used a procedure called ostracism to expel promaitezens from the city-
state for ten years. Every citizen could scratch the namaather citizen they wished to
expel on potshards (papyrus was at that time very expensd/ead to be imported from
Egypt, potshards, on the other hand, were easily availatnle@#ordable), and deposited
them in urns. The citizen who was named most of all was exgppétieten years. This
voting system, where each voter gives one point to his or lost aesired candidate and
zero to any other candidate, and where the winner is eachdaadvith the maximum
number of points, is called plurality. Of course, the antgmeek have used elections
not only for expelling citizens, but also to elect their govaent. The Greek philosopher
Aristotle, a student of Plato and teacher of Alexander theaGmwas one of the first who
tried to compare better and worse forms of governments amedecies.

In the following centuries, nothing really mentionable paped in the matter of vot-
ing systems until the year 1785, when Marie-Jean-Antoireslds de Caritat, the Mar-
quis de Condorcet, and Jean-Charles de Borda, two frendmematicians and political
scientists, argued about whose voting system was betterddCoet suggested a system
based on strict preference rankings, where the candidatedeteats every other candi-
date in a head-to-head contest is the winner [Con85)].

Many voting systems require voters to specify their prefeeerankings either over
the whole set or a subset of candidates. We say that a vet& has a preferenceeak
order = onC, if = istransitive(i.e., x = y andy = zimply X = z) andcompletg(i.e., for
any two distinct candidatesy € C, eitherx >= y ory = X). X = y means that voter likes x
at least as much as If ties are excluded in the voters’ preference rankings, lfads to
alinear order or strict ranking denoted by-. A strict ranking is always antisymmetric
(i.e., for any two distinct candidatesy € C eitherx > y or y > x holds, but not both at
the same time) and irreflexive (i.e., for eack C the following does not holdx > Xx).
Condorcet’s system clearly requires a strict ranking fr@achevoter.

Borda’s system (called Borda count) was also based on preferrankings, but he
distributed points among the candidates in the following.waet say we haven candi-
dates. Each voter gives— 1 points to his or her most preferred candidate; 2 points
to his or her second favourite one and so on until the leas¢pesl candidate, who then



gets zero points. A winner is each candidate with the highaste.

Condorcet pointed out that Borda’s system is very susdegtistrategic voting (i.e.,
if a voterv wants his or her top candidate, sayto win, v could ranka’s most serious
opponent on last place, even if this candidate iswsatnost despised candidate). Such an
influence is also callethanipulation On the other hand, Condorcet’s system itself had a
major problem, in fact, Condorcet winners do not alwaystexis

Example 1.1.Let E= (C,V) be an election, where € {a,b,c} is the set of candidates
and V= {vy,Vo,Vv3} is the set of voterS with the following votes:

vi . a = b = c
Vo b > c >~ a
V3 . C = a = b,

where a~ b > ¢ means that a is this voter’s favourite candidate, b is hisver second
favourite, and c is the voter's most despised candidates #aisy to see that there is no
Condorcet winner, since a beats b, b beats ¢, and ¢ beats a@ad-to-head contest. This
yields the strict cycle a, b, ¢, a. This problem is known agibedorcet paradox.

Nearly a century later, in 1876, the mathematician Charledd3on (a.k.a. Lewis
Carroll, the author of “Alice’s Adventures in Wonderlanditroduced a new vot-
ing system based on a combinatorial optimization problesmehow related to Con-
dorcet’s system [Dod76]. Dodgson was most likely not awdr€andorcet’s work, see
Black [Bla58]. His idea was very simple and elegant. If thera Condorcet winner, that
candidate is undoubtedly also the Dodgson winner. In theradesof a Condorcet winner,
then those candidates who are “closest” to being a Conduariceter are the Dodgson
winners. Dodgson defined the “closeness” of a candidébea Condorcet winner as the
minimum number of sequential swaps between adjacent catedidn the voters’ pref-
erence rankings that are needed to makiee Condorcet winner. Another century later,
Hemaspaandra, Hemaspaandra, and Rothe proved that detgymodgson winners is
computationally hard [HHR97].

Despite of the fact that systems like Condorcet’s systenBamda count require from
each voter strict preference rankings over all candid#tes;esulting societal preference
allows ties. We will see later systems, where the voterstdwtessarily have to specify
a strict preference ranking over all candidates.

As the discussions of Condorcet and Borda have already stdfferent voting sys-
tems could yield different winners. As an example, consilderfollowing election.

Example 1.2.Let E= (C,V) be an election, where € {a, b, c,d} is the set of candidates
and V= {v1,Vvo,Vv3} is the set of voters with the following votes:

Lin this thesis we will sometimes slightly abuse notation biting “set of voters” instead of “multiset
of voters.”



4 CHAPTER 1. INTRODUCTION
vi . a > b > c > d,
V :a = b = c = d
v : b= c¢c > d = a

b

If we use plurality rule, then candidate a is clearly the wenrsince a has two first places,
b one first place, and both ¢ and d have no first places at all. l@nather hand, if we
apply the rules of Borda count, we get sd@e= 6, scoréb) = 7, scordc) = 4, and
scordd) = 1, thus candidate b is the winner.

Which one of the candidates would really deserve it to wirhmprevious example?
Candidatea who had the most first places, or candidatesho was constantly in front
positions. Well, the answer is, it depends.

In the early 1950's, the economist Kenneth Arrow delibetateer the question if it
was possible to find a “fair” voting system, where fair is maarthe way that the system
should satisfy some reasonably stated conditions. Durimgdsearch he reached some
insuperable barriers, which made him draw the shockinglosion that, under certain
assumptions, there can't possibly exist a “fair” votingteys [Arr63]. Let’s take a closer
look at this devastating theorem, starting with Arrow’siantof a voting system. Awoting
systemmaps the voters’ individual preference rankings into alsipgeference ranking.
Arrow first stated five fairness criteria:

Universality There should be no restrictions on how voters can rank théidates (ex-
cept of transitivity).

Nondictatorship The voting system should not be dependent on only one vdtat, t
is, there sould never be a voter whose preference rankingeiges the societal
preference ranking, regardless of the other votes.

Independence of Irrelevant Alternatives The voting system should determine the same
ranking among a subset of candidates as it would for the wdadlef candidates. If
a voter changes his or her preference ranking outside thses\ithus, he changes
the preference ranking for irrelevant alternatives), tti@a should not have any
effect whatsoever on the societal preference ranking ®stlbset.

Citizen Sovereignty If a candidatea is ranked higher than candidabein the societal
preference ranking, then there has to be at least one voteramksa higher tharb.

Monotonicity If a voter modifies his or her preference ranking by rankingadidate
higher in his or her profile, then this candidate can't be eahlower in the societal
preference as before the change.

2Transitivity seems to be a reasonable and fair restrictibis. natural to assume that if a candidate
beats, andb beatsc, then alsa beatsc.
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Arrow’s impossibility theorem says, that it is not possitdedesign a voting system
with at least two voters and more than two candidates satigsthe five conditions stated
above. For the proof of the theorem, see [Arr63]. For furitiscussions and interest-
ing examples we draw the attention of the reader to [HKO5].ekated line of research
has shown that, in principle, all natural voting systems lsamanipulated by strategic
voters. Most notable among such results is the classicat wbGibbard [Gib73] and
Satterthwaite [Sat75]. The study of strategy-proofnesstilsan extremely active and
interesting area in social choice theory (see, e.g., DugganSchwartz [DS00]) and in
artificial intelligence (see, e.g., Everaere et al. [EKMO07]

After Arrow’s result, several social choice theorists anatimematicians tried to find
a way to circumvent this paradox. They all agreed that thg saollution is to weaken the
criteria. One suggestion was a voting system called appvotiag. In approval voting
each voter has to vote “Yes” or “No” for each candidate. Thaners of the election
are the candidates with the maximum number of “Yes” votesfirat glance, approval
voting does not even satisfy the definition of a voting systerArrow’s sense, since
the voters don’t have to specify a preference ranking overasididates. However, the
ballots in approval voting can also be seen as a kind of préer ranking. Let us redefine
approval voting in the following way, with two more condmi® according to Hodge and
Klima [HKO5]: (i) Ballots must be preference weak orders grdhsome candidates (where
also the empty set as well as the whole set of candidates laveed) are tied for first
place and all the other candidates are tied for last plagd.He societal preference order
is determined by the number of first places that the canddatzive, and the candidate
with the maximum number of first places is ranked highest anadnsuntil the candidate
with the minimum number of first places, who is then on the idate. It is immediately
clear from this alternative definition that approval votiviglates Arrow’s universality
condition.

Approval voting was introduced by Brams and Fishburn ([BFB¥F83], see
also [BF02]), axiomatized by Fishburn [Fis78] and Serterf8], and analyzed by Brams
and Fishburn [BF78, BF83] and Merrill [Mer88]. Of all singtallot nonranked systems,
Brams and Fishburn appealed for the use of approval votimghasizing that it is the
only voting system allowing the voters to approve of an umigsd number of candi-
dates. In their enthusiasm about approval voting they ealactit “the electoral reform
of the twentieth century”. In fact, approval voting is in usenany companies, states and
institutions to elect officers, for example in the InstittdeOperations Research and Man-
agement Science, in the American Mathematical SocietyhenEEE, or in the United
Nations to elect the Secretary-General. To read more alppubeal voting we point the
reader to the textbooks by Arrow [BF02] and Hodge and Klim&QH].

In Chapter 2, we outline all definitions and problems relévan this work, espe-
cially, in Section 2.1 a detailled discussion about the cotaonal model we will use. In
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Section 2.3 follows a short introduction of basic princgptd parameterized complexity
theory, and Section 2.4 provides two useful parameterizaplgproblems for this thesis.

Chapter 3 gives a review over elections and voting systemsedtion 3.1, we will
introduce all voting systems considered in this work, ansbraghers, sincere-strategy
preference-based approval voting (SP-AV, for short), atiddck voting (FV, for short).
Section 3.2 and Section 3.3 comprehend detailled disaussibout the three main pos-
sibilities to affect the outcome of an election namely, brih manipulation, and con-
trol. In contrast to manipulation, where, as shown earlgegroup of manipulators
change their preferences to make their favourite candiate in bribery an external
agent seeks to influence the outcome of the election via ahgrsgpme voters’ prefer-
ence lists (see Section 3.2 for the formal definitions of rpalaition and bribery). In
electoral contro] an external actor—traditionally callatie chair—seeks to influence
the outcome of an election via procedural changes to thei@hs structure, such as
adding/deleting/partitioning either candidates or ®t@ee Section 3.3 for the formal
definitions of our control problems). We consider botmstructivecontrol (introduced
by Bartholdi, Tovey, and Trick [BTT92]), where the chair'ea is to make a given can-
didate the unique winner, ardestructivecontrol (introduced by Hemaspaandra, Hema-
spaandra, and Rothe [HHRO7a]), where the chair’'s goal isdwent a given candidate
from being a unigue winner.

We investigate those twenty types of constructive and dese control that were
studied for approval voting [HHRO7a] along with two additad control types introduced
by Faliszewski et al. [FHHRO7a] for a voting system that wesppsed by Brams and
Sanver [BS06] as a combination of preference-based andagdoting.

The study of voting systems from a complexity-theoreticspective was initiated
by Bartholdi, Tovey, and Trick’s series of seminal papersutlihe complexity of win-
ner determination [BTT89b], manipulation [BTT89a], and@edural control [BTT92] in
elections.

One of the simplest preference-based voting systems igljpjur The purpose of
Chapter 4 is to show that Brams and Sanver’'s combined systdapted here so as to
keep its useful features even in the presence of contrarajtcombines the strengths, in
terms of computational resistance to control, of pluradiyg approval voting.

Some voting systems aiemmuneto certain types of control in the sense that it is
never possible for the chair to reach his or her goal via tmeesponding control action.
Of course, immunity to any type of control is most desirabkeit unconditionally shields
the voting system against this particular control type. ddninately, like most voting
systems, approval voting gisceptiblgi.e., not immune) to many types of control, and
plurality voting is susceptible to all types of control. Hever, and this was Bartholdi,
Tovey, and Trick’s brilliant insight [BTT92], even for syshs susceptible to control, the
chair’s task of controlling a given election may be too hasthputationally (namely, NP-



hard, see Definition 2.3) for him or her to succeed. The vagiysjem is then said to be
resistantto this control type. On the other hand, if a voting systenusceptible to some
type of control, but the chair’s task can be solved in polyraitime, the system is said
to bevulnerableto this control type.

The quest for a natural voting system with an easy winnegrdghation procedure
that is universally resistant to control has lasted for ntben 15 years now. Among
the voting systems that have been studied with respect toataare plurality, Con-
dorcet, approval, cumulative, Llull, and (variants of) @@nd voting [BTT92, HHRO07a,
HHRO7b, PRZ07, FHHRO7a, FHHRO08a, BU0O8]. Among these systqrurality and
Copeland voting (denoted Copel&tdin [FHHRO08a]) display the broadest resistance
to control, yet even they are not universally control-resis The only system cur-
rently known to be fully resistant—to the 20 types of constitee and destructive control
studied in [HHRO7a, HHRO7b]—is a highly artificial systermetructed via hybridiza-
tion [HHRO7b]. (It should be mentioned that this system wasdesigned for direct,
real-world use as a “natural” system but was rather intertdedle out the existence of
an Arrow-like impossibility theorem [HHRO7b].)

As mentioned above, in Chapter 4 we study a voting systemcthrabines the vot-
ers’ preference rankings with their approvals/disappsowghthe candidates in a natural
way. While approval voting nicely distinguishes betweenhegoter’'s acceptable and
inacceptable candidates, it ignores the preference rgakime voters may have about
their approved (or disapproved) candidates. This shortogmotivated Brams and San-
ver [BS06] to introduce a voting system that combines apgdrand preference-based
voting, and they defined the related notions of sincere andssible approval strategies,
which are quite natural requirements. We adapt their seastrategy preference-based
approval voting system in a natural way such that, for edestiwith at least two candi-
dates, admissibility of approval strategies (see Definitidl) can be ensured even in the
presence of control actions such as deleting candidategaatitioning candidates or vot-
ers. The purpose of Chapter 4 is to study if, and to what extieisthybrid system (where
“hybrid” is not meant in the sense of [HHRO7b] but refers tondmning preference-based
with approval voting in the sense of Brams and Sanver [BS06prits the control resis-
tances of plurality (which is perhaps the simplest prefeeemased system) and approval
voting. We show that SP-AV, in fact, does combine all thestasices of plurality and ap-
proval voting. In addition, we show that SP-AV is even resisto a control type (namely,
“destructive control by partition of voters in model TE,es8ection 4.2 and Table 4.1) to
which both plurality and approval are vulnerable.

More specifically, we prove that sincere-strategy prefeedmased approval voting is
resistant to 19 and vulnerable to only three of the 22 type®ofrol considered here. In
comparison, Condorcet voting is resistant to three and inea four control types leav-
ing seven vulnerabilities, approval voting is resistanfolar and immune to nine control
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| Number of || Condorcet| Approval | Copeland | Plurality | SP-AV | FV |

resistances 3 4 15 16 19 > 14
immunities 4 9 0 0 0 0
vulnerabilities|| 7 9 7 6 3 <8

References [BTT92, [BTT92, [FHHRO7a| [BTT92, [HHRO7a, | this thesis
HHRO7a] | HHRO7a] | FHHRO08a]| HHRO7a, | ENRO8b],
FHHRO7a]| this thesis

Table 1.1: Comparison of voting systems with respect torobnt

types leaving enine vulnerabilities, Copeland voting gs&nt to 15 control types leaving
seven vulnerabilities, and plurality is resistant to 16toalrtypes leaving six vulnerabil-

ities. Table 1.1 shows the number of resistances, immaniéied vulnerabilities to our
22 control types that are known for each of Condorcet, agyglurality, and Copeland
voting (see [BTT92, HHRO7a, FHHRO08a]), SP-AV (see Theorefinahd Table 4.1 in

Section 4.2.1), and for fallback voting (see Theorem 5.1).

Note that Table 1.1 lists only 14 instead of 22 control typ@sGondorcet voting.
This is due to the fact that, on one hand, Condorcet winners treiunique if they ex-
ist at all (so it doesn’t make sense to distinguish betweerntlo tie-handling rules TP
(“ties promote”) and TE (“ties eliminate”) in the two typebkamntrol by partition of can-
didates (with or without run-off) and in control by partiti@f voters) and, on the other
hand, that the two additional control types in Section 3dhétructive and destructive
control by adding a limited number of candidates [FHHROHayen’t been considered
for Condorcet voting [BTT92, HHRO7a].

We also study approval voting and SP-AV with respect to destre bribery. Fal-
iszewski et al. [FHHO6a] proposed bribery as another wayfidencing the outcome of
elections and showed in particular that approval votingssstant to constructive bribery.
In contrast, we prove that approval voting is vulnerabledstdictive bribery, even when
weights and prices are assigned to the voters.

In Chapter 5, we study the second voting system, calleddelvoting (FV for short),
introduced by Brams and Sanver [BS06], which combines intarabway voters’ pref-
erence rankings with their approvals/disapprovals of Hreldates. The main difference
in the presentation of the ballots between SP-AV and FV isithBV only the candidates
a voter approves of are ranked, candidates the voters dsappf are not.

The name “fallback” derives from the fact that during the meéndetermination, fall-
back voting successively falls back on lower-ranked apgdosandidates until a candi-
date is found, who is approved of by a strict majority (i.egrenthan 50%) of the voters.
Fallback voting was first mentioned by Brams and Kilgour [BK# the context of bar-
gaining, not in voting.

We prove that fallback voting is, like SP-AV and majorityllfuresistant to candidate



control, and is fully susceptible to voter control.

The topic of Chapter 6 is motivated by a problem related tongohamely the optimal
weighted lobbying problem. Regarding the former problertigian et al. [CFRS06]
defined its unweighted variant as follows: Given a 0-1 matia¢ represents the No/Yes
votes for multiple referenda in the context of direct deraoygr a positive integek, and
a target vector (of the outcome of the referenda) of an eatexctor (“The Lobby”), is
it possible for The Lobby to reach its target by changing tbtes of at mosk voters?
They proved the optimal lobbying problem complete for theptexity class W2], thus
providing strong evidence that it is intractable even foamalues of the parametér
However, The Lobby might still try to find an approximate sau efficiently. We pro-
pose an efficient greedy algorithm that establishes thedppgtoximation result for the
weighted version of this problem in which each voter has eggior changing his or her
0-1 vector to The Lobby’s specification. Our approximatiesuit applies to Christian et
al.’s original optimal lobbying problem (in which each votes unit price), and also pro-
vides the first approximation result for that problem. Intjgatar, we achieve logarithmic
approximation ratios for both these problems. In a diffemtext, this result has been
independently achieved by Sandholm et al. [SSGLO02]. Fos#ke of completeness, we
will present their approach in Section 6.3.

Chapter 7’s work, while not directly about elections, is ivated by models and no-
tions from two papers that are from the study of elections)elg, the work of Homan and
Hemaspaandra on greedy algorithms for Dodgson electioHg]ldnd the work of Pro-
caccia and Rosenschein on the relationship between justigbdtions and manipulation
of elections [PRO7].

The Dodgson winner problem was shown NP-hard by Bartholdiyey, and
Trick [BTT89b]. Hemaspaandra, Hemaspaandra, and RotheRBHH optimally im-
proved this result by showing that the Dodgson winner prokdkecomplete for ﬁ*’D the
class of problems solvable via parallel access to NP. Simesethardness results are in
the worst-case complexity model, it is natural to wondeng at least can find a heuristic
algorithm solving the problem efficiently for “most of thepmts occurring in practice.”
Homan and Hemaspaandra ([HHa], see also the closely relatdabf McCabe-Dansted,
Pritchard, and Slinko [MPS]; [HHa] discusses in detail theikarities and contrasts be-
tween the two papers’ work) proposed a heuristic, callede@réNinner, for finding
Dodgson winners. They proved that if the number of votersttyexceeds the number
of candidates (which in many real-world cases is a very piideiassumption), then their
heuristic is drequently self-knowingly correct algorithra notion they introduced to for-
mally capture a strong notion of the property of “guarantseccess frequency” [HHa].
We study this notion in relation with average-case compyexi

We also investigate Procaccia and Rosenschein’s notiorewrministic heuristic
polynomial time for their so-called junta distributionsnation they introduced in their
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study of the “average-case complexity of manipulatingtedes” [PR0O7]. We show that

under the junta definition, when stripped to its basic thneperties, every NP-hard set
is <h-reducible to a set in deterministic heuristic polynomiaie relative to some junta
distribution and we also show a very broad class of setsu@iey many NP-complete

sets) to be in deterministic heuristic polynomial time tielato some junta distribution.



Chapter 2

Preliminaries

In this chapter we will give a brief overview of computatibcamplexity theory. For
the formal definitions and specifications of the followingdions, see any textbook about
complexity theory (e.g., [Rot05, Pap95, HOO02]).

We first establish some basic notation that is commonly usedathematics. Let
Z=A{...,—2,-1,0,1,2,...} the set of integersY = {0,1,2,...} the set of nonnegative
integers, andN™ = {1,2,3,...} the set of positive integers. L& denote the set of ra-
tional numbers defined as the quotient of two integ@@"sihe set of nonnegative rational
numbers, and)™ the set of positive rational numbers. For any Sekt ||S|| denote the
cardinalityof S, i.e., the number of elements $

2.1 The Computational Model

Fix the alphabek = {0,1}. X* is the set of strings with finite length ov& For any
w € ¥, |w| denotes thdengthof w. Let 2" denote the set of all lengthstrings inX*.
Any subsetl C >* is called alanguageor a problem the complement ok is defined
by L =2%* —L. ||L|| denotes analogous to common sets the cardinality, diiat is, the
number of strings in languade The characteristic functiorny, of L tells us whether
or not a string over the alphabgtis in the languagé, i.e., x.(w) =0 if w¢ L, and
xL(w) =1if we L. Foranyx,y € 2*, x <y means thak precedes yn lexicographic
order, andk — 1 denotes théexicographic predecessaf x.

One main objective of complexity theory is to classify perhk according to their
computational complexity, and to determine their hardntss is, given a languade
how hard is it for an algorithm to decide whether or not a giseingw € =* belongs
to L? Before going into this, we have to clarify what an algoritlen An algorithm
for computing a functionf is a well-defined computational procedure with a finite set
of rules that provides an outpdtw) from an input stringv € 2*. An algorithm either

11
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terminates after a finite number of steps computing the ei@gunctionf on inputw or
rejects the input string, or never halts at all. We call aroatgm that decides whether
w € L adecision algorithnfor L. For formal definitions and many algorithmic problems
see [CLRSO1].

Our goal in this work is to classify the underlying problemsarms of their complex-
ity. Complexity classes are characterized by several peters

First, by the underlying computational model. We will use ffuring machine as our
algorithmic device. ATuring machinds a mathematical model with an input tape and a
fixed number of work tapes which models the computation oflapuapose computer.
A Turing machine can be either used asamgeptor which accepts a languade or as
atransducey which computes a function. We will use in this thesis Tunmgchines as
acceptors. For the formal definition of Turing machines,[Re05].

Second, after choosing the algorithmic device (in our chs€eluring machine), we
have to specify the way our machine accepts its input. Inwloik, we will distinguish
between deterministic Turing machines (DTM, for short) awhdeterministic Turing
machines (NTM, for short). Of course, there are many othgedysuch as probabilistic
or alternating Turing machines, but these are not relewaatit work. The main differ-
ence between DTMs and NTMs lies in their way of computatiorhil&/an NTM can
have more than one (even infinitely many) computation pathsy-calledcomputation
tree, a DTM has only one computation path on a given input stringeneas every con-
figuration other than the initial configuration is uniquelgtermined by its predecessor
configuration.

Since there are many different aspects of how to evaluatedh®putation of an al-
gorithm, such as the time or the space needed for the congusdt., the third and last
parameter we have to choose for the characterization of lesity class is the resource
used. In this work we will focus on the resource time, i.ee tlumber of computation
steps used in the algorithm. A DTM is adeterministic polynomial-time bound Turing
machine(DPTM for short), if there exists a fixed polynomig) such that for each in-
put stringw, the DTM M reaches its accepting or rejecting final configuration in astm
p(|w|) steps. An NTMN is anondeterministic polynomial-time bound Turing machine
(NPTM for short), if there exists a fixed polynomigl such that for each input string,
every computational path &f has length at mogi(|w)).

For a Turing machine (deterministic or nondeterminigtic)let L(M) denote theéan-
guangeaccepted by. There exists a tool which can make Turing machines more pow-
erful, namely oracles. Aoracle Turing machine Mvith oracleA (written asM”), where
A C Z*, is a conventional Turing machine that makes use of thenmétion provided by
theoracle A M” has an additional work tape called theery tapeand three additional
statesz,, zes andzno. An oracle Turing machin®1” works analogously to a conventional
Turing machine until it changes to state At this point, MA interrupts its computation,
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and if a stringq is on the query tape theM” receives from the oracle the answer “Yes”
if g€ A, or “No” if g ¢ A, within one step. On a “Yes” answay] jumps into the state
Zesand continues its computation, and on a “No” answét, changes into the stag,
and continues its computation. Note that the oracle givestiswer to the question “Is
q < A?” in only one step no matter how hard it is to dechldn this sensey” on inputw

is the computation o on inputw, relative to A Is the running time of an oracle Turing
machine bounded by some polynomial, we write DPOTM in themheinistic case, and
NPOTM in the nondeterministic case.

Unless stated otherwise, we will always considarst-case complexitif we talk
about running times, that is, we consider the maximum nurobesteps an algorithm
makes on any lengthinputw. Worst-case complexity is based on thenotation.

Definition 2.1. Let g: N — N be a function. Define the family of functiofgg) as
0(9) ={f :N— N|(3c> 0)(3ng € N)(Vn > ng)[f(n) <c-g(n)]}.

We say that the functions # grow asymptotically no faster than g.

We usually use the termg(n) or ¢ (n®) instead of¢’(g) whereg(n) = n or where
g(n) = n3, respectively. Note that thé-notation neglects constant factors and finitely
many exceptions. Having some of the most basic terms and te®Ineed, in the next
section we will introduce complexity classes and technsqueéevant to this thesis.

2.2 Complexity Classes, Problems and Algorithms

Before classifying our election problems, we introduce ¢bmplexity classes that will
come up later in this thesis. The two most important compfexlasses are P and NP.
We say that a languandebelongs to P if there exists a polynomial-time algorithnmt tha
on each inputv € Z* decides whethew € L (i.e., there is a deterministic polynomial-
time Turing machine that accept}. A languagd. is in NP if there is a nondeterministic
Turing machine that accepts Many natural problems (natural in the sense that these
problems have already been encountered in practice) bétoNg when formalized as

a decision problemi.e., as a problem whose solution is either “Yes” or “No”. cBla
natural problem is, for example, to partition a given setndéger numbers (which sum
up to an even number) into two subsets in a way, that the suimeahtegers in the two



14 CHAPTER 2. PRELIMINARIES
subsets is the same. The formal description of this probéem i

Name: Partition.

Given: A sequence of nonnegative integefss,, . ..,sy such thaly ! ; s is an even num-
ber.

Question: Does there existasubset {1,2,...,n} suchthaljcaS = Yicf12,...n-AS?

While the problems in P are said to be easy to solve, the s$edddP-complete prob-
lems (see Definition 2.3) are considered to be “intractahle’, to be computationally
hard unless P- NP.

Here we already face one of the most significant questionoofptexity theory,
namely, whether or not P equals NP? Clearly; RIP, since a DTM is a special NTM.
Unfortunately, it is not known if P is a proper subset of NP ot.n

To exactly classify a problem in terms of its complexity,dtriot enough to give an
algorithm that decides it. This gives only an upper boundwéf could compare our
problem with problems whose complexity is known, for exampb show that our given
problem is at least as hard as the known problem, that wouduseto precisely capture
the complexity of the problem. Fortunately, complexitydhehas a powerful tool for
such comparisons, namely, so-called reductions.

Definition 2.2. Let A and B be two languages over the alphabetWe say that As
polynomial-time many-one reducible B (A<}, B) if and only if there is a polynomial-
time computable function :f~* — Z* such that

weA f(w)eB
holds for all we >*.

Of course, there are also other reducibilities beside motyal-time many-one re-
ducibility, such as polynomial-time truth-table redudii@s, polynomial-time Turing re-
ducibilities, strong nondeterministic reducibilitiesydamany others. A number of dif-
ferent reducibilities can be found, e.g., in the textboolRothe [Rot05]. Since we will
use only the polynomial-time many-one reducibilities irstthesis, we will simply use
the term reducibility, unless stated otherwise. Based dnaiility, we can define the
notions of hardness and completeness.

Definition 2.3. Let ¢ be any complexity class, and let B be a language aveiVe say
that B is <h, -hard for% if and only if every language i# reduces to it (i.e., A} B for
all A € %). Bis called<h, -completeor ¢ if and only if B ¥ and B is <}, -hard for%.
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When clear from context, we will use the termg-hard” and “¢’-complete” instead
of “ <P, -hard for¢” and “<p, -complete forg™. The first problem that was proved to be
NP-complete is the so called Satisfiability problem. Befgireng the formal definition
of this problem, we have to make a digression to Boolean logic

Definition 2.4. e The two basic boolean constants drae and false denoted byl
andO, respectively. LetxXxp,... beboolean variables.e., x € {0,1}. Variables
and their negations are calleliterals

e Boolean formulasire inductively defined as follows:

1. The boolean constants and every boolean variable is agaodiormula.

2. Let F and G be two boolean formulas, then the following teare also
boolean formulas:
— —F (thenegationof F),
F A G (theconjunctionof F and G),
— F v G (thedisjunctionof F and G),
— F = G (FimpliesG, i.e., F— G=-F Vv (), and
— F < G (F and G areequivalenti.e., F<= G = (F AG) V (-F A—=G)).

3. Nothing else is a boolean formula.

e A truth assignmenfor a boolean formula F, with variables; %, ..., X,, assigns
“true” or “false” to each variable xj € F for all 1 <i <n. A truth assignment
satisfieF if the aggregated value of F is true.

e A boolean formula H is itonjunctive normal formif
H= AL
P

where |, j are literals.

Boolean operations such as negation or conjunction areedkffip their truth table as
illustrated by Table 2.1.
The satisfiability problem is then defined as follows:

Name: Satisfiability (SAT).
Instance: A boolean formuld in conjunctive normal form.
Question: Is there a satisfying truth assignment F&?
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X1 | Xo || =X1 | XV X2 | X1 AXo | X == X2 | X1 <= X2
0|0 1 0 0 1 1
01 1 1 0 1 0
10 0 1 0 0 0
11 0 1 1 1 1

Table 2.1: Truth table for the boolean operations in Detini2.4.

The NP-completeness of SAT was shown independently by C@ao{1] and
Levin [Lev73].

In Chapters 4 and 5, we show that special control problemscamputationally
resistant to certain types of attacks”. We do so by provira these problems are NP-
hard. To this end, we provide reductions from the NP-conegbebblems Hitting Set and
Exact Cover by Three-Sets (X3C, for short). To learn moresatiese two problems, we
refer to the textbook of Garey and Johnson [GJ79], where mstarydard problems are
described and discussed. X3C is defined as follows.

Name: Exact Cover by Three-Sets (X3C).

Instance: A setB = {bs,by,...,bsn}, m> 1, and a collection = {S,S,...,S} of
subsets§ C Bwith ||S§|| = 3 for eachi.

Question: Is there a subcollectio’ C .& such that every element Bfoccurs in exactly
one set in’?

In Theorems 4.5 and 4.7 we will use a slightly modified ver@bK3C namely, with
the restriction thatm > 1. Note that this modified problem is still NP-complete.
The formal definition of our second NP-complete problemtifttSet is as follows.

Name: Hitting Set.

Instance: A setB={by,by,...,bm}, acollection ={S,S,..., 5} of subset§ C B,
and a positive integde < m.

Question: Does.¥ have a hitting set of size at mokti.e., is there a se’ C B with
|B|| < k such that for each SN B’ # 0?

Again, in Theorem 5.2 we will use a slightly modified versidnHtting Set. This
time, we require that > 1. The resulting problem is still NP-complete.

Most of our NP-hardness proofs in Chapter 4 are via redusfiam the above defined
Hitting Set problem. However, in the proof of Theorem 4.6 widl use a version of
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Hitting Set with the restriction that(k+ 1) + 1 < m—Kk s required in addition.

Name: Restricted Hitting Set.

Instance: A setB={by,by,...,bn}, acollection” ={S,S,..., S} of subsets§ C B,
and a positive integde < msuch than(k+ 1) + 1 < m—k.

Question: Does.¥ have a hitting set of size at moksti.e., is there a seé®’ C B with
|B'|] < k such that for each SN B’ # 0?

Restricted Hitting Set is also NP-complete [HHRO7a].

Another NP-complete problem we will use in Chapter 6 is SeteCavhich is defined
as follows.

Name: Set Cover.

Instance: A setB={by,by,...,bm}, acollectiony ={S,,S,..., S} of subset§ C B,
and a positive integee < m.

Question: Does.¥ contain a cover foB of sizek or less, i.e., is there a sef’ C . with
||| < k such that every element Bfbelongs to at least one member.&f?

In addition to decision problems, there are also other tyfpggoblems, such as op-
timization problems. In optimization problems, we want tadfihe "best” solution out
of all feasible solutions. An optimization problem is eitl@eminimization problem or a
maximization problem.

Definition 2.5. An NP minimization problenfl is a 3-tuple(l, sol(x), f), where
e | is the set of input instances,
e sol(x) is the set of all feasible solutions for any input X, and

e f is afunction that assigns a positive integdxfs) to each solution & sol(x). We
say that {x, s) is thequality of solution s for instance x.

An optimal solutionfor an input instance x | is the smallest function value ofX,s),
denoted by OPTX).

NP maximization problems can be defined analogously withdifference that the
optimal solution is the maximum value 6fx, s).



18 CHAPTER 2. PRELIMINARIES

Set Cover in the form defined above is a decision problem,ttman be redefined as
a minimization problem as well [Vaz03]:

Name: Find Minimum Set Cover.

Instance: AsetB={by,by,...,bn}, acollection” ={S,S,..., S} of subsets§ C B,
and a cost function: .7 — Q™.

Question: Find a minimum cost subcollection of that contains a cover fd.

Unlike decision problems, where the only two possible amswee "Yes" and "No*,
NP-optimization problems sometimes have an algorithm dhets a near-optimal solu-
tion in polynomial time, even if there is no fast exact sauati Such algorithms are called
approximation algorithms.

Definition 2.6 ([Vaz03]). Let I be a minimization problem as defined in Definition 2.5
andletd : Z* — Q™ be afunction withd > 1. An algorithm A is dactord approximation
algorithm for I if, for any instance »x |, the algorithm outputs in polynomial time a
feasible solution & sol(x) such that fx,s) < &(|x|) - OPT(x).

For details, techniques, and further discussions aboun@ation problems and ap-
proximation algorithms, see the textbooks by Vazirani f&jz and by Garey and John-
son [GJ76].

For the following complexity classes, we first have to defiredlass of complements
of the sets in a complexity clas§ ascos = {L|L € ¥'}. To capture the complexity
of problems beyond NP, we will generalize the classes P, N&caNP by defining the
polynomial hierarchy built upon NP. Before starting witlathlet us recall the definition
of an oracle Turing machine.

Definition 2.7. LetP” be the complexity class of all sets L such that there exisB@TM
M with access to an oracle AX* with L= L(MA). Analogously, leNP* be the complex-
ity class of all sets L such that there exists an NPOTM N witteas to an oracle & Z*
with L= L(NA). This definition can be extended to the notion of computastative to
a complexity clas%”

P = | J PAandNP? = | J NP,

Ac¥ Ac?

Now we can define the polynomial hierarchy.

Definition 2.8 ((MS72]). Thepolynomial hierarchys inductively defined as follows:

o D=3 =T5=P,
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PH

NPV — 55 Ny = coNPW"

s0nnd
|
AD = PP
NPLLCONP
NP =3} MP = coNP
NPNcoNP
P=3=N§=A)

Figure 2.1: Polynomial hierarchy (the figure is due to RofRetD5]).

P, 5P, = NP, andnP ; = coNP

; p
e Foreveryi> 0, A 1=

i+1—

o PH= ;>0

Note thatA} = P, >} = NP, andn} = coNP. Figure 2.2, which is taken from [Rot05],
illustrates the inclusions in the polynomial hierarchy.

Hemaspaandra, Hemaspaandra, and Rothe proved that thedbodgmner problem
is F’|\"P-complete [HHR97]. The complexity cIas#FPcan be described as foIIowsﬁ'FPis
the class that contains the sets that can be accepted by aNDROAccessing an NP ora-
cle with the restriction that the machinefirst has to compute the list of all query strings,
and pass them over to the oracle at once, the oracle givesigheess in one step for all
query strings. This type of oracle access is catladhllel oracle accessThere are several
other characterizations oﬂ'?’, for instance, Y7 or P¥Plodl introduced by Papadimitiriou

and Zachos [PZ83]. 'Blod — Pﬁ“’ has been proven by Hemaspaandra [Hem8*ﬁ‘]°. i®
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between NRJcoNP and P” in the polynomial hierarchy. There are several other natu-
ral problems which are ﬁfﬂ-complete, e.g., Odd Minimum Vertex Cover (see [Wag87]),
YoungWinner (see [RSV02, RSV03]), and YoungRanking (s€&\[B2, RSV03]).

2.3 Basic Facts from Parameterized Complexity Theory

Parameterized complexity is a new field in computational glexity theory introduced
by Downey and Fellows in the late 1980s. The main goal of patarized complex-
ity is to analyze the behaviour of computationally intréd¢aproblems. For a detailed
representation, see, e.g., the textbooks by Downey andw=l[DF99] and Flum and
Grohe [FGO06] and the surveys by Lindner and Rothe [LR08] aeskbG [Ces03].

In parameterized complexity,@arameterized language a subseL C >* x *. For
each pair of string$x,y) € ¥* x *, we say thay is the parameter We consider only
positive integers as parameters in this thesis, thus we efanedthe domain of the lan-
guagelL asZ* x N*. Then, aparameterized decision probletakes as an input a pair
(x,y) € Z* x N* and outputs "Yes"“ if(x,y) € L, and "No“ if (x,y) ¢ L.

Just like in classical complexity theory, in parameterizedhplexity theory we can
also classify the problems according to tractability andaictability. We start with the
formal definition of fixed-parameter tractability.

Definition 2.9. Let LC 5* x NT. L is said to befixed-parameter tractabléthere exists
an algorithm with running time (k)n® that decides on inputx,y) € Z* x N* whether
(x,y) € L, where n= |x|, k= |y| is the parametery is a constant independent of k, and f
is some computable function.

We also say that the fixed-parameter tractable problemsgétahe class FPT (Fixed
Parameter Tractable), which is the parameterized analdg) of he basic idea behind
fixed-parameter tractability is to split the input into twars, one easy to solve part (this
would bex in our definition), where we get the polynomial running time and a hard
part (this is then the parametgy, which we "turn over to the devil* (as suggested by
Downey and Fellows [DF99, p. 8]), which accounts for the tiorc f (k). That is, if we
fix the parametek, it is easy to determine whethegy) € L.

Before we start with fixed-parameter intractability, we éaw establish the parame-
terized analog of the polynomial-time many-one redudigithe so called parameterized
reducibility.

Definition 2.10. Let A and B be two parameterized problems witBA >* x N*, where
2 is a fixed alphabet. We say thaigfpt many-one reducible B if there is an algorithm
W that computes from a given instangek) € A an instancéx’, k') € B, such that:
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(1) Forall (x,k) € Z* x NT, (x,k) € A<= (X,K) € B holds.
(2) There exists a function f such thatk f (k).

(3) The running time o® is bounded by () - |x
constanta.

a for some arbitrary function g and

Turning now to fixed-parameter intractability, we say thaaameterized problem is
fixed-parameter intractablié there is no FPT-algorithm that solves the problem. Akin to
polynomial hierarchy in classical complexity theory, thés also a hierarchy in parame-
terized complexity theory to classify fixed-parameterantable problems, the so-called
W-hierarchy

FPT=W[0]CW[1] CW[2]C---.

Instead of giving the very complex formal definition of theMérarchy and its mem-
bers, we only describe intuitively the two classes reletatiis thesis, namely V¥] and
W/[2]. To do so, we first define the Short Nondeterministic TuringgMae Computation
problem.

Name: Short Nondeterministic Turing Machine Computation.

Instance: A single-tape NTMM, an input stringk, and a positive integex.

Parameter: k.

Question: Is there a computational path d on inputx, such thatM reaches a final
accepting state in at mokisteps?

This problem was proven to be [y-complete by Cai et al. [CCDF97]. This result can
be seen as the analogon of Cook’s theorem for parameterizeplexity. Cesati [Ces03,
p. 658] suggested the following characterization dfifAmembership:

"Turing way to W[1]-membership: To show that a parameterized prob-
lem L belongs to W], devise a parameterized reduction frarto the Short
Nondeterministic Turing Machine Computation problem.*

The class V|2] can be characterized analogously with thi2)Atomplete Short Multi-
Tape Nondeterministic Turing Machine Computation problem

Name: Short Multi-Tape Nondeterministic Turing Machine Compiaa.

Instance: A multi-tape NTMM, an input stringg, and a positive integex.

Parameter: k.

Question: Is there a computational path d on inputx, such thatM reaches a final
accepting state in at mokisteps?
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Cesati’s description for \[2] is then [Ces03, p. 663]:

"Turing way to W[2]-membership: To show that a parameterized prob-
lem L belongs to W2], devise a parameterized reduction frarto the Short
Multi-Tape Nondeterministic Turing Machine Computatiaoiplem.”

Although both W1]-complete and 2]-complete problems are fixed parameter in-
tractable, somehow the \A]-complete problems seem to be easier. It is unlikely, that a
problem solved by a short multi-tape NTM knsteps can always be solved by a short
single-tape NTM ink steps as well. There are many naturall}Atomplete and \W2}-
complete problems. The parameterized versions of Indepriset, Set Packing, and
Clique are, for instance, Y4]-complete, and the parameterized versions of Dominating
Set, Hitting Set, and Set Cover, on the other hand, di&-démplete.

2.4 Graphs

Last but not least, in this chapter, we present some basiansofrom graph theory. The
history of graph theory goes back into the year 1736, wheisthiss mathematician and
physicist Leonhard Euler (1707-1782) published the firpigpan this field. The problem
he solved is known as the Seven Bridges of Kdnigsberg.

Many problems proven to bé&/[2]-complete are derived from problems concerning
graphs. In the following we present the definition of an ueclied graph along with two
related graph problems.

Definition 2.11. An undirected grapl® is a pair G= (V,E), where V= {v1,Vs,...,vp}

is a finite (nonempty) set aferticesand E= {{vi,vj} |1 <i < j <n}isthe set ofedges
Any two vertices connected by an edge are cadldfhcent The vertices adjacent to a
vertex v are called th@eighborsof v, and the set of all neighbors of v is denoted by
N[V], i.e., NV] = {ue V |{u,v} € E}. Thedegree of vertex in graphG is the number of
neighbors of v, denoted by dgw), i.e., deg(v) = |[N[V]||. Theminimum degree o6 is
defined as mind€&) = min,cy (degs(V)).

In this thesis we only consider undirected graphs withoutipia edges or self-loops,
i.e., edges of the forffiv, v} are not allowed. The two graph problems related to this work
are based on the notion of dominating sets, which we will @afiext.

Definition 2.12. Let G= (V,E) be a graph, where V is the set of vertices and E is the set
of edges. A subset\Z V is called adominating seif for all vertices ve V, either ve V’

or there exists at least one vertexcl/’ such that{u,v} € E. If V' is a dominating set
and ||V'|| = k then we will say that Vis a kdominating set If in addition there are no
adjacent vertices in Y we will say that V is anindependenk-dominating set o6.
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Figure 2.2 shows a 5-dominating set and an independent @rdting set for the
same graph. The encircled vertices correspond to a 5-déimgnset and an independent
6-dominating set in figure (a) and (b), respectively.

(a) 5-dominating set (b) Independent 6-dominating set
Figure 2.2: Examples fdt-dominating set and independéntiominating set.

The first parameterized graph problem we consider is k-Datimg Set, which was
proved to be |2]-complete by Downey and Fellows [DF99].

Name: k-Dominating Set.

Instance: A graphG = (V,E), whereV is the set of vertices anfl is the set of edges,
and a positive integek.

Parameter: k.

Question: DoesG have &k-dominating set?

The second parameterized graph problem is Independentikfiating Set, which
was also shown by Downey and Fellows to bé&JAtomplete [DF95].

Name: Independent k-Dominating Set.

Instance: A graphG = (V,E), whereV is the set of vertices anl is the set of edges,
and a positive integek.

Parameter: k.

Question: DoesG have an independektdominating set?

For more details and results about graphs we recommend ttibotks of
Harary [Har69] and Diestel [Die05].
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Chapter 3

Elections

As most commonly in literature, votes will here be represdmtonsuccinctly: one ballot
per voter. Note that some papers (e.g., [FHHO6b, FHHRO7& F®8a]) also consider
succinct input representations for elections where nlidtijees of votes are given in bi-
nary.

\Voting systems are one of the most popular and rudimentary ways of reaching c
mon decisions. Voting systems aggregate individuals’ggesfces into a collective deci-
sion. The outcome of the election always depends on the gaiipe rules used in the
voting system. Lots of different voting systems were introgd in the literature, for a
brief overview we point the reader to the work of Brams andbisn [BF02]. In this
chapter we define the voting systems and the aspects unddr thiely shall be examined.

3.1 Voting Systems

In general an election is a pdir= (C,V), whereC is a finite set of candidates akdis

a finite collection of voters who express their preferences all candidates i€. How
the voter preferences are represented depends on the sgsitegn used. We distinguish
between two models. As in most papers on electoral contxokfsions are, e.g., [PRZ07,
FHHRO08a]), we define the control problems in the unique-wimmodel. In this model,
via the control action, the chair seeks to either make a dateg candidate the unique
winner (in the constructive case) or to prevent a designedadidate from being a unique
winner (in the destructive case). As we have seen in Chaptdifférent aggregation
rules can yield different winners for the same election. ingpsystems have two main

1Recall, that an election is not a voting system. An electioari event, where individuals can express
their preferences, whereas a voting system is a procedaggtegate the different preferences in an election
to yield a common decision.

25
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characteristics. First, the form how ballots are repre=sknihey can be represented as
approval/disapproval vectors like in approval voting, askings over the candidate set
just like in Borda count, or as a preference table in an wreti-voter model. Second,
the way how the voting rules determine the winner of the &actin the following we
describe two families of voting systems that are importarthis thesis.

Preference-based systemstet E = (C,V) be an election with candidate s€t=
{c1,6,...,cm}. Each voter has to specify a weak preference omjet c;j, =
... = Cj,, over all candidates, whefg1, j2,..., jm} = {1,2,...,m}. This ranking
is a linear ordering—with or without ties—of all candidateghere the leftmost
candidate is the most preferred and the rightmost candiddtee most despised
one.

Scoring protocols: LetE = (C,V) be an election with candidate &t {c;,Cp,...,Cm}-
Given a scoring vectdio, oy, . . ., dm) of nonnegative integers such tleat> a, >
--- > am. Each voter has to rank his or her candidates, and grygmints to the
candidate he or she ranks on tfik place.

As one can see, scoring protocols are also preference-bgstns. Of course, there
are other families of voting systems beyond the two intreditere, e.g., irrational voting
systems as mentioned above. In the rational-voter modsliegquired from each voter to
specify a weak preference order over the set of candidatdbelirrational-voter model,
each voter specifies his or her preferences via prefereblee tanlike in the rational-voter
model, in the irrational-voter model the voters’ preferendon’t necesseraly have to be
transitive. However, irrational voting systems are beytirelscope of this thesis, we are
well aware of the fact that the behavior of voters doesn’egisvfollow a rational pattern.
For a detailled discussion and more information on theiona-voter model, see the
papers of Faliszewski, Hemaspaandra, Hemaspaandra, énel [ReIHR07a, FHHRO08a,
FHHRO8c]. Let us now describe the voting systems used intbr.

Approval voting: Every voter draws a line between his or her acceptable aruodépd-
able candidates by specifying a 0-1 approval vector, wheep@sents disapproval
(a“No"-vote) and 1 represents approval (a “Yes”-vote),d@ts not rank them. The
winners are those candidates with maximum number of ap[sa¥ast as described
in Chapter 1, approval voting can be seen as a prefereneetisgstem, where all
the approved candidates tie for first place, and all the gissed candidates tie for
last place. It should be noted that approval voting is notaisg protocol, since
each voter can approve of a different number of candidatks. storing protocol
version of approval voting would deapproval voting, where each voter has to ap-
prove of exactlhyk candidates, i.ek-approval is the scoring protocol with scoring
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vector (01,02, ...,0m) With a; = --- = ax =1 andayg,1 = --- = am = 0 where
k < mis required.

SP-AV: Sincere-strategy preference-based approval voting is larichysystem of
preference-based and approval voting. Each voter has tohgetie-free linear
ordering over all candidates. This is usually a left-tdatiganking (separated by a
space) of all candidates (e.@,b 0, with the leftmost candidate being the most
preferred one. The border between the approved and disaggpoandidates is in-
dicated by inserting a straight line into such a ranking, iehedl candidates left
of this line are approved and all candidates right of thie lme disapproved (e.g.,
“a | b ¢ means that is approved, while botl andc are disapproved). There
are also two important properties to keep in mind. First, aguire admissibility,
which means that the highest ranked candidate has to beaggpod and the least
preferred candidate has to be disapproved of by each vosson8, each voter's
ballot has to be sincere, that is each candidate left of tipeoapl line has to be
approved of and every candidate right of the approval liretbabe disapproved
of. The winners of an election are again those candidatdsthat highest number
of approvals. We will give the formal definition of SP-AV andlatailed discus-
sion of these two requirements in Chapter 4. SP-AV is, jusi@soval voting, a
preference-based system yet not a scoring protocol.

Fallback voting: Each voter has to decide for each candidate if he or she wasis-t
prove of, or disapprove of the candidate. Furthermore, eatgr has to give a strict
preference ranking (i.e., irreflexive, antisymmetricnsitive and complete) for the
candidates he or she approves of. The aggregation procedheeplace on several
levels. On the first level, only the highest ranked candi&late considered. Every
candidate with a strict majority (i.e., more than half of tfegers approved of the
candidate) is a winner. If there is no such candidate, themeee to the second
level. Now we consider the two highest ranked candidatesah dallot. If there
is a candidate with a strict majority, he or she is the winiffethere are more than
one candidates with strict majority then each candidatk thi¢ highest number of
approvals is a winner. Otherwise, we keep moving to the rexdl$ step by step,
until there is a candidate with a strict majority. If no su@ndidate was found,
each candidate with the highest number of approvals is aexioirthe election. We
will give the formal definition of Fallback voting in Chaptér Note, that fallback
voting is also a preference-based system, even if the votdyshave to rank the
approved candidates, since the candidates a voter disagapobcan be considered
as candidates tied for last place. Fallback voting is nobaisg protocol.

Plurality: Each voter has to give a strict preference ranking over allickates, the can-
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didate with the most first places is the winner. In contrashwhe aforementioned
voting systems, plurality is a scoring protocol with scgrirector(a1, da, ..., am),
wherea; =1andas=a3=---=am=0.

Condorcet: Each voter has to specify a tie-free linear ordering ovecatididates. The
winner of the election is the candidate who wins by a strigomigy of votes against
all other candidates in a head-to-head contest. Note, tGanadorcet winner does
not always exist, but if there is one, then that candidateeanique winner. Even
though we only allow rational voter preferences, as we ceeklin Example 1.1,
the resulting societal preference can indeed be irrational

Dodgson: Each voter has to specify a tie-free linear ordering overcafididates. If
there exists a Condorcet winner then in that case that catedid also the Dodg-
son winner. Otherwise the candidate who is “closest” to ¢paiiCondorcet winner
is a winner of the election. To define closeness, Dodgsondssigned a score
to each candidate, the so-called DodgsonS&eV) of candidatec in election
E = (C,V), defined as the smallest number of sequential swaps of adjeardi-
dates in the voters’ preference lists which makes candidat€ondorcet winner
of the election. The candidate with the smallest Dodgsoressahe winner of the
election, namely th®odgson winner

A voting system is useful in practice only if its winner detgnation is easy, i.e.,
if the winners of the election can be found within polynordiate. Except for Dodg-
son’s system, all the above mentioned voting systems haeagsnwinner problem. The
Dodgson winner problem was showrWPR:ompIete by Hemaspaandra, Hemaspaandra,
and Rothe [HHR97].

For some of the proofs discussed in the following two chaptero properties of vot-
ing systems will be defined. First, the notion of a voicedngsystem will be introduced.

Definition 3.1. Let & be any voting systemé&’ is said to bevoicedif in every one-
candidate election, this candidate wins.

And, second, we need the unique version of\tteak Axiom of Revealed Preference
denoted by Unique-WARP. It says that, if a candidatethe unique winner in a sé€t of
candidates, theais the unique winner in every subset@that includes.

3.2 Bribery and Manipulation

There are three main types of how to affect the outcome of actieh, namely, proce-
dural control, manipulation, and bribery. tontrol, an external agent—usually called
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the chair—seeks to change the outcome of the election byfymeglithe structure of
the election via adding/deleting/partitioning either d@ates or voters. Imanipulation

a coalition of evil voters tries to influence the result of #lection by voting strategi-
cally (i.e., they might not express their real preferenééshelps to reach their desired
outcome). Irbribery, an external actor—the briber—tries to reach his or herddsut-
come by changing some voters’ votes. In this section, wednite manipulation and
bribery. Control shall be considered in the next section.

Faliszewski et al. [FHHO64a] introduced the problem of brjbfor election systems.
There are many different settings for bribery. The simpdest is when the briber tries
to influence as few voters as possible. In this case, thene iistegerk specified in the
problem description, which is the limit of the number of \w#dlowed to be altered.

We now formally define our bribery and manipulation problemisere each problem
is defined somewhat different than so far, by stating thelprobnstance together with
two questions, one for the constructive and one for the detste case.

Let & be any voting system. Bribery is defined as follows.

Name: &-bribery.

Instance: An electionE = (C,V), whereC is the candidate set andis the collection
of voters specified via their preference lists over all cdatis, a distinguished
candidatec € C and a nonnegative integler

Question (constructive): Is it possible to change at mdswvotes inV such that is the
unigue winner of the resulting electi¢@,V’)?

Question (destructive): Is it possible to change at mdsvotes inV such that is not a
unique winner of the resulting electi¢@,V’)?

Talking about bribery without bringing money into play igvirever, not really drawn
from life. 1tis much more likely that each voter has his orimelividual price for changing
his or her preference. In such a scenatrio, the prices of ttexs/avould be a part of the
problem instance.

Name: &-$bribery.

Instance: An electionE = (C,V), whereC is the candidate set aNl= {v1,Vo,...,Vmn}
is the collection of voters specified via their preferenstsliover all candidates,
their prices(p1, p2, ..., Pm), @ distinguished candidateand a nonnegative integer
B (the briber’s budget).

Question (constructive): Is there a subs&t’ C V such thaty,. ., pi < B and bribing
these voters would malethe unique winner of the election?

Question (destructive): Is there a subs&t’ C V such thaty . -+ pi < Band bribing these
voters would prevent from being a unique winner of the election?

It is also possible to assign a weight to each voter, or to rspkeial restrictions how
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the briber should bribe a voter. For all these special typésibery and many interesting
facts about them we point the reader to the papers [Fal08 0BHH-HHRO7a].
Manipulation is not much different from bribery. Létbe again a voting system.

Name: &-Manipulation.

Instance: An election(C,V), a designated candidatec C, and a collectiotv’ C V of
manipulators.

Question (constructive): Is it possible to cast the votes ¥f such that is the unique
winner of the electioiC,V) under the election syste#?

Question (destructive): Is it possible to cast the votes \df such that is not a unique
winner of the electiorfC,V) under the election syste#i?

The difference between bribery and manipulation lies irctiiection of voters whose
votes can be changed. In bribery the briber can freely cheotsss he or she wants to
influence, in manipulation the collection of voters to beusficed is predefined. For
further information on manipulation, we refer to [FHHR].

The problem&’-Weighted-Manipulation can be defined again analogousti tie
difference that there is a weight attributed to each vote.

3.3 Control

In this section we introduce the 22 control actions we wilrkvaith. The control prob-
lems considered here were introduced by Bartholdi, Tovey, Erick [BTT92] for con-
structive control and by Hemaspaandra, Hemaspaandra, atiet RHHRO7a] for de-
structive control. In constructive control scenarios, ¢hair’'s goal is to make a favorite
candidate the unique winner, in destructive control saesam the other hand, the chair
tries to prevent a despised candidate from being a uniqueerids is common, the chair
is assumed to have complete knowledge of the voters’ pratereankings and approval
strategies (see [HHRO7a] for a detailed discussion of &ssiaption).
We now formally define our control problems.

Control by Adding Candidates

In this control scenario, the chair seeks to reach his or bat gy adding to the elec-
tion, which originally involves only “qualified” candidatesome new candidates who are
chosen from a given pool of spoiler candidates.

In their study of control for approval voting, HemaspaandAg@maspaandra, and
Rothe [HHRO7a] took into account only the case of addingramitednumber of spoiler
candidates (which is the original variant of this problendafined by Bartholdi, Tovey,



3.3. CONTROL 31

and Trick [BTT92]). We consider the same variant of this peab here to make our
results comparable with those established in [HHRO7a]fdoutompleteness we, in ad-
dition, consider the case of addinglimited number of spoiler candidates, where the
prespecified limit is part of the problem instance. This amatiof this problem was in-
troduced by Faliszewski et al. [FHHRO7a, FHHRO08a] in anglaith the definitions of
control by deleting candidates and of control by adding detitey voters. They showed
that, for the election system Copel&nthey investigated, the complexity of these two
problems can change drastically depending on the paramesere [FHHRO8a].

We first define the unlimited variant of control by adding daiates.

Name: Control by Adding an Unlimited Number of Candidates.

Instance: An election(CUD,V) and a designated candidate C, where the se€ of
qualified candidates and the $2bf spoiler candidates are disjoint.

Question (constructive): Is it possible to choose a sub&¥tC D such that is the unique
winner of electioNCuD’,V)?

Question (destructive): Is it possible to choose a subdet C D such thatc is not a
unique winner of electiogCuUD’,V)?

This is a quite natural control action. Imagine a fictitiousgidential election, where
the candidate with the most supporters is the winner, and afenths before the election
there are two leading big parties whose candidates aredatiedi and candidaté. We
assume thad is expected to be slightly aheadlofn the polls. Now, if the chair doesn’t
want candidate to win, he or she could introduce a third candidate, gayho has a
manifesto similar to that of candidage It is most likely that some o&’s supporters
would rather prefer to support candidaterhese very same supporters would now make
their second favourite candidate (candidatéose the election against candidate

The problem Control by Adding a Limited Number of Candidatedefined analo-
gously, with the only difference being that the chair seeksetach his or her goal by
adding at most spoiler candidates, whefas part of the problem instance.



32 CHAPTER 3. ELECTIONS

Control by Deleting Candidates

In this control scenario, the chair seeks to reach his or ballgy deleting (up to a given
number of) candidates.

Name: Control by Deleting Candidates.

Instance: An election(C,V), a designated candidate- C, and a nonnegative integér

Question (constructive): Is it possible to delete up tocandidates fron€ such that is
the unique winner of the resulting election?

Question (destructive): Is it possible to delete up tbcandidates (other thar) from C
such that is not a unique winner of the resulting election?

This is again a natural control action. Let us recall ouldidtory from the adding
candidates case. At the point, where all three candidateforipresident, candidateis
in the most promising position. But, if candidatédacked out because he or she knows
that he or she has no chance to win the election, and that wesldt in a fiasco of
candidatea as well, candidata would have again the best chances to win the election.

Control by Partition and Run-Off Partition of Candidates

There are two partition-of-candidates control scenatioboth scenarios, the chair seeks
to reach his or her goal by partitioning the candidateGsetto two subsetsC; andC,,
after which the election is conducted in two stages. In @bty partition of candidates,
the election’s first stage is held within only one group, €ayand this group’s winners
that survive the tie-handling rule used (see the next papjrrun against all members
of C, in the second and final stage. In control by run-off partitadncandidates, the
election’s first stage is held separately within both gro@asandC,, and the winners
of both subelections that survive the tie-handling ruledusan against each other in the
second and final stage.

We use the two tie-handling rules proposed by Hemaspaahi@gmmaspaandra, and
Rothe [HHRO7a]: ties-promote (TP) and ties-eliminate (Tig)the TP model, all the
first-stage winners of a subelectidy, V) or (Cp,V), are promoted to the final round. In
the TE model, a first-stage winner of a subelecti{@, V) or (C,,V), is promoted to the
final round exactly if this person is that subelection’s w&gvinner.

Note that partitioning the candidate $etinto C; andC; is, in some way, similar
to deletingC, from C to obtain subelectiofCy,V) and to deletingC; from C to obtain
subelectionC,,V). Also, depending on the tie-handling rule used, the finajestat the
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election may have a reduced number of candidates.

Name: Control by Partition of Candidates.

Instance: An election(C,V) and a designated candidate C.

Question (constructive): Is it possible to partitiorC into C; andC, such thatc is the
unique winner of the final stage of the two-stage election lctv the winners of
subelectior{Cy,V) that survive the tie-handling rule used run against all ciatds
in Cy (with respect to the votes M)?

Question (destructive): Is it possible to partitiorC into C; andC, such thafc is not a
unique winner of the final stage of the two-stage election lmctvthe winners of
subelectior{Cy,V) that survive the tie-handling rule used run against all ciatds
in Cy (with respect to the votes M)?

Control by partition of candidates is in use for example atErovision Song Contest
Finals, where some artists are directly qualified for thel finsually the artists represent-
ing countries who are the Song Contest’s biggest financ@uers), whereas numerous
other candidates have to participate in a qualifying roursd. fi

Next, we define control by run-off partition of candidates.

Name: Control by Run-Off Partition of Candidates.

Instance: An election(C,V) and a designated candidate C.

Question (constructive): Is it possible to partitiorC into C; andC, such thatc is the
unique winner of the final stage of the two-stage election lctvthe winners of
subelectionC,,V) that survive the tie-handling rule used run (with respedhto
votes inV) against the winners of subelectigf,,V) that survive the tie-handling
rule used?

Question (destructive): Is it possible to partitiorC into C; andC, such thafc is not a
unique winner of the final stage of the two-stage election lctvthe winners of
subelectionC,,V) that survive the tie-handling rule used run (with respedhto
votes inV) against the winners of subelectigf,,V) that survive the tie-handling
rule used?

Let us examine the example of the Eurovision Song Contesti$-ggain, in which
every European nation organises a national voting first terdene their representative
who is then entitled to participate in the European Song €xiritinals. Admittedly this is
a poor comparison in some sence, since in this example treen@tonly two subelections
but many more. Nevertheless it is appropriate enough t@sept how this control action
works.

One could ask now, what is the computational difference betvihe two tie-handling
rules? Well, quite a lot. Later in the results, we will shownhsignificant differences
between the two tie-handling rules can be.



34 CHAPTER 3. ELECTIONS

Control by Adding Voters

In this control scenario, the chair seeks to reach his or barlgy introducing new voters
into a given election. These additional voters are chosem fa given pool of voters
whose preferences and approval strategies over the cagslilam the original election
are known. Again, the number of voters that can be added $ppo#ied.

Name: Control by Adding Voters.

Instance: An election(C,V ), a collectiorW of additional voters with known preferences
overC, a designated candidatec C, and a nonnegative integér

Question (constructive): Is it possible to choose a sub&®t C W with |W’|| < ¢ such
thatc is the unique winner of electiof€,v UW')?

Question (destructive): Is it possible to choose a sub&&t C W with |W/|| < ¢ such
thatc is not a unique winner of electio(€,V UW’)?

A good example for control by adding voters are local eleiomn Germany. A few
years ago only German citizens with registered domicile givan city were allowed
to vote in that city for mayor. Nowadays, everyone (Germatioogigner) is allowed
to participate in the local elections with the only restantthat they have a registered
domicile in that city.

Control by Deleting Voters

The chair here seeks to reach his or her goal by suppresging @uprespecified number
of) voters.

Name: Control by Deleting Voters.

Instance: An election(C,V), a designated candidate- C, and a nonnegative integér

Question (constructive): Is it possible to delete up tbvoters fromV such that is the
unigue winner of the resulting election?

Question (destructive): Is it possible to delete up tbvoters fromV such that is not a
unique winner of the resulting election?

This control action is broadly used. In the United Statesidential election in 2000,
for instance, 5800 names were erased off the voters list by Governor Jeb &us$ibec-
retary Harris of Florida, with the explanation that theseev® were people with criminal
records. The winner of the election was George W. Bush, wippéas to be Jeb Bush’s
older brother. Quite a coincidence, isn't it?
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Control by Partition of Voters

In this scenario, the election is conducted in two stagesagad the chair now seeks to
reach his or her goal by partitioning the votstsnto two subcommitteed/; andV,. In
the first stage, the subelectiof@, V1) and(C,V,) are held separately in parallel, and the
winners of each subelection who survive the tie-handling nsed, move forward to the
second and final stage in which they compete against each othe

Name: Control by Partition of Voters.

Instance: An election(C,V) and a designated candidate C.

Question (constructive): Is it possible to partitio’V into V; andV, such thatfc is the
unique winner of the final stage of the two-stage election lctv the winners of
subelectionC,V;) that survive the tie-handling rule used run (with respech®
votes inV) against the winners of subelecti¢@, V) that survive the tie-handling
rule used?

Question (destructive): Is it possible to partitiorV into V; andV, such thatc is not a
unique winner of the final stage of the two-stage election lctv the winners of
subelectionC,V;) that survive the tie-handling rule used run (with respech®
votes inV) against the winners of subelecti¢@, V) that survive the tie-handling
rule used?

A good example for control by partition of voters is again Yted States presiden-
tial election in 2000, where George W. Bush won against AlgGeven though Al Gore
had a total of approximately 50@00 more votes than George W. Bush. What a misfortu-
nate situation for Al Gore since the president of the Unit&ates is not directly elected
by the people, but elected by the electors of the Electorde@®, where different states
have different voting powers. Just as in the case of conyrpHotition of candidates, here
we have again more than two subelections, which doesntyreglial our definition of
control by partition of voters. Although it illustrates sheontrol scenario.

Immunity, Susceptibility, Vulnerability, and Resistance

The following notions—which are taken from Bartholdi, Tgyand Trick [BTT92]—wiill
be central to our complexity analysis of the control proldem

Definition 3.2. Let & be an election system and ketbe some given type of control.

1. & is said to bammune tod-controlif

(a) @ is a constructive control type and it is never possible fa thair to turn
a designated candidate from being not a unique winner intodthe unique
winner via exertingb-control, or
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(b) @ is a destructive control type and it is never possible forghair to turn a
designated candidate from being the unique winner intodeiot a unique
winner via exertingb-control.

2. & is said to besusceptible tab-controlif it is not immune tab-control.

3. & is said to bevulnerable to®-control if & is susceptible tab-control and the
control problem associated with is solvable in polynomial time.

4. & is said to beesistant tab-controlif & is susceptible t@-control and the control
problem associated witi® is NP-hard.

Immunity, susceptibility, resistance, and vulnerabitgn be defined analogously for
bribery and manipulation as well. By definition, all resista and vulnerability results in
particular require susceptibility. To avoid a tedious groovering each of the 22 types
of control separately, we will use the general susceptybriesults and links between
susceptibility cases established by Hemaspaandra, Hearadg, and Rothe [HHRO74].

Theorem 3.1([HHRO7a]) 1. Avoting system is susceptible to constructive control by
adding candidates if and only if it is susceptible to dedimgccontrol by deleting
candidates.

2. A voting system is susceptible to constructive contralddgting candidates if and
only if it is susceptible to destructive control by addingndalates.

3. A voting system is susceptible to constructive contr@dring voters if and only
if it is susceptible to destructive control by deleting vete

4. A voting system is susceptible to constructive contralddgting voters if and only
if it is susceptible to destructive control by adding voters

Since the above statements are easy to see, we won't prasanprioofs here. The
proofs of the following two theorems are not trivial, so welspecify them.

Theorem 3.2([HHRO7a]) 1. If a voting system is susceptible to constructive control
by partition of voters (in model TE or TP), then it is suscelatito constructive
control by deleting candidates.

2. If avoting system is susceptible to constructive collygdartition or run-off parti-
tion of candidates (in model TE or TP), then it is susceptibleonstructive control
by deleting candidates.

2Although [HHRO7a] does not consider the case of control byirgla limited number of candidates
explicitly, it is immediate that all proofs for the “unlingiti” case in [HHRO7a] work also for this “limited”
case.
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3. If a voting system is susceptible to constructive cortiyopartition of voters in
model TE, then it is susceptible to constructive control &gting voters.

4. If a voting system is susceptible to destructive contygdrtition or run-off parti-
tion of candidates (in model TE or TP), then it is susceptibldestructive control
by deleting candidates.

Proof. The proof is due to [HHRO7a]. We start with part 1. LLEtV) be an election,
c € C a candidate who is not the unique winner of the election urdéng systems’.
Suppose that voting syste#his susceptible to constructive control by partition of vete
(in model TE or TP), i.e.c can be made the unique winner of the election by exerting
control by partition of voters (in model TE or TP). L@t C be the set of candidates who
attends in the final stage of the election. Singe the winner of the final stage, i.e.js
the unique winner of the electiq€’,V), deleting the subs&@ — C’ of candidates makes
c the unigue winner of the resulting election. Note tBat/ C, since in that case each
candidate would participate in the final stage, tbesuldn’t win the election via control
by partitioning of voters. Thus, the voting systéhs susceptible to constructive control
by deleting candidates.

The same argumentation holds also for part 2.

Let us turn to part 3. LefC,V) be an electionc € C a candidate who is not the
unique winner of the election under voting systém Suppose that voting syste#is
susceptible to constructive control by partition of votersnodel TE. Then, there is a
successful partitioniVy,V,) of V such thatc is the unique winner of the resulting two
stage election. Becausaes in the final round of the election, he or she has to be a winner
of one of the subelecions, w.l.0.g say(@,V;). Since we are in the TE modaei,is the
unique winner of subelectiofC,V1). Thus, by deletind/, of the voter’s seV, c is the
unique winner of the resulting election, so voting syst&ns susceptible to constructive
control by deleting voters.

For part 4, let(C,V) be an election¢c € C a candidate who is the unique winner
of the election under voting syste#& Suppose that voting syste#his susceptible to
destructive control by partition of candidates (in model @iErP). LetC’ C C be again
the set of candidates who attends in the final stage of théaledf c € C’, then deleting
the subse€ — C’ of candidates makesnot a unique winner of the election. Otherwise,
there is a subelection, sé&@,,V ), wherec participated, but lost. Thus, deleting the subset
C —C; of candidates preventsfrom being the unique winner of the election. Thus, the
voting system?’ is susceptible to destructive control by deleting candislatfThe same
proof holds also for the run-off partition case. O

There are also three susceptibility links for voiced vosygtems.
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Theorem 3.3([HHRO7a]) 1. If a voiced voting system is susceptible to destructive
control by partition of voters (in model TE or TP), then it issseptible to destruc-
tive control by deleting voters.

2. Each voiced voting system is susceptible to constructimé&rol by deleting candi-
dates.

3. Each voiced voting system is susceptible to destructwéra by adding candi-
dates.

Proof. ([HHRO7a]) We first prove part 1. Lef be a voiced voting system applied to the
election(C,V) with the unique winnec € C. Suppose thaf’ is susceptible to destructive
control by patrtition of voters (in model TE or TP). Let us as&y that’ is immune to
destructive control by deleting voters, i.e., for any stib$e& V, cis the unique winner of
(C,V'). This yields that is the unique winner of both first stage subelecti@@3/;) and
(C,V-) in the partition of voters case. Thusis the only participant in the final stage and
is the unique winner of the election. This is a contradict@our basic assumption that
& is susceptible to destructive control by partition of vetéFhus, our second assumption
that& is immune to destructive control by deleting voters is false

For part 2, lets” be a voiced voting system applied to the electi@rV ), wherec € C
is not the unique winner of the election. Deleting all thedidates corresponding to the
setC — {c} would leavec as the only candidate, and sin€es a voiced voting system,
this candidate is the unique winner of the election. Tl#ug susceptible to constructive
control by deleting candidates.

Part 3 follows from part 2 of this theorem and part 2 of Theofein 0

In the following two chapters, we will analyze how two votisgstems, sincere-
strategy preference-based approval voting and fallbatkgobehave under different
control actions.



Chapter 4
Control in SP-AV

This chapter considers in detail a voting system introduigeBrams and Sanver [BS06],
that combines approval and preference-based voting, eghect to our 22 control ac-
tions.

4.1 Definitions and Conventions

To distinguish this system from other systems that BramsSamyer introduced with the
same purpose of combining approval and preference-bagsi)y{BS], we call the vari-
ant considered here (including the conventions and rulég texplained belowgincere-
strategy preference-based approval vot{&gP-AV, for short).

Definition 4.1 ([BS06]). Let (C,V) be an election, where the voters both indicate ap-
provals/disapprovals of the candidates and provide arge-finear ordering of all candi-
dates. For each voter& V, anAV strategy ofv is a subset,3C C such that v approves of
all candidates in gand disapproves of all candidates inCS,. The list of AV strategies
for all voters in V is called ar\V strategy profile for(C,V). (We sometimes also speak
of V's AV strategy profile forC.) For each o= C, let scorgcy)(c) = [[{ve V|ce S}
denote the number of c's approvals. Every candidate ¢ witHdtgest scorg v (c) is a
winner of the electioriC,V).

An AV strategy pof a voter ve V is said to beadmissibleif S, contains v's most
preferred candidate and does not contain v's least preteoandidate. $is said to be
sinceref for each ce C, if v approves of ¢ then v also approves of each candidatiean
higher than c (i.e., there are no gaps allowed in sincere apal strategies). An AV
strategy profile for(C,V) is admissible(respectivelysinceré if the AV strategies of all
voters in V are admissible (respectively, sincere).

39
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Admissibility and sincerity are quite natural requirengenh particular, requiring the
voters to be sincere ensures that their preference ranaimytheir approvals/disapprovals
are not contradictory. Admissibility yields a candidat¢ wéh at least two candidates.
Note that an AV strategy is never admissible for less thandamdidates. We mention
in passing that in the work of Erdélyi, Nowak and Rothe [ESRDIt is specifically
required for single-candidate elections that each votestrapprove of this candidate.
In this thesis, we drop this requirement just like in [ENRD8r two reasons. First, it
in fact is not needed because the one candidate in a singtkeede election will always
win—even with zero approvals (i.e., SP-AV is a “voiced” vagisystem). Second, it is
very well comprehensible that a voter, when given just alsisgndidate, can get some
satisfaction from denying this candidate his or her apdreeen if he or she knows that
this disapproval won't prevent the candidate from winning.

Note further that admissible AV strategies are not domuhatea game-theoretic
sense [BF78]. Informally, an AV stratedy, dominates an other AV stratedy, if S,
is always as good as, or better th&nregardless of the setup. Sincere strategies for at
least two candidates are always admissible if voters arereallowed to approve of
everybody nor to disapprove of everybody (i.e., if we reguiotersv to have only AV
strategiesS, with 0 # S, # C), a convention adopted by Brams and Sanver [BS06] and
also adopted here Henceforth, we will assume that only sincere AV strategyfifgs are
considered (which by the above convention, whenever theratdeast two candidates,
necessarily are admissible), i.e., a vote with an insinstegegy will be considered void.

We extend our conventions on how to represent prefereneseimied in Section 3
as follows. In our constructions, we sometimes also insatifzsetB C C into such
approval rankings, where we assume some arbitrary, fixeer afdthe candidates iB
(e.g.,'a | B ¢’ means that is approved of, while alb € B andc are disapproved of).

Definition 4.2. Let k> 1 be a fixed integer. In-approval votingk-AV, for short), every
voter approves of exactly k of thexmk candidates, and all candidates with the largest
number of approvals winSincere-strategy preference-bageapproval voting SP-k-AV,
for short) in addition requires the voters to either appraralisapprove of the candidates
via a sincere AV strategy, where the above-mentioned ctiomsnapply: For elections
with one candidate, each voter must approve of this candjdatd for electiongC,V)
with at least two candidates, each votee W is required to have an AV strategy Bith

0 +# S, # C, which implie§|C|| > k+1fork > 1.

Before starting with the control scenarios, we have to célseéxamine the control

1Brams and Sanver [BS06] actually preclude only the GseC for votersv. However, an AV strategy
that disapproves of all candidates obviously is sincerengéadmissible, which is why we also exclude
the case of, = 0.

2When there are less th&rcandidatesk-approval voting is not applicable.
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actions considered. Control actions—specifically, thogk mespect to control via delet-
ing or partitioning candidates or via partitioning votersiay have an undesirable impact
on the resulting election in that they might violate our camyons about admissible AV
strategies. That is why we define the following rule that press (or re-enforces) our
conventions under such control actions:

Whenever during or after a control action it happens thathtain an election
(C,V) with ||C|| > 2 and for some votev € V we haveS, =0 or S, = C,
then each such voter’'s AV strategy is changed to approvesobhher top
candidate and to disapprove of his or her bottom candidates file re-
enforces B# S, # C for eachv e V.

We have to tailor the control problems to sincere-stratagyepence-based approval
voting by requiring every election occuring in every cohppmblems? to have a sincere
AV strategy profile and to satisfy the above conventions atesbr In particular, this means
that when the number of candidates is reduced (due to dgledindidates or partitioning
candidates or voters), approval lines may have to be movaddordance with the above
rule.

For example, approval voting is known to be immune to eigttheftwelve types of
candidate control considered in [HHRO7a]. The proofs of¢heesults crucially employ
the links between immunity/susceptibility for various tahtypes in Theorems 3.1, 3.2,
3.3 and the fact that approval voting satisfies the uniqusiaerof the Weak Axiom of
Revealed Preference (see [HHRO7a, BTT92]). In contrast approval voting, sincere-
strategy preference-based approval voting does not walisigue-WARP, and we will
see later in Section 4.2.2 that it indeed is susceptible ¢b &gpe of control considered
here.

Proposition 4.1. Sincere-strategy preference-based approval voting dassatisfy
Unique-WARP.

Proof. Consider the electiofC,V) with candidate sef = {a,b, c,d} and voter collec-
tionV = {v1,vs,v3,v4}. Removing candidatd changes the profile as follows according
to the SP-AV rules:

vi: bcal|d bc| a
vo: c|adhb is changed to c|lab
v3: abc| d (by removingd): ab|c
va: bac|d bal|c

3Be it before, during, or after a control action—so, in parée, this also applies to the subelections in
the partitioning cases.



42 CHAPTER 4. CONTROL IN SP-AV

Plurality SP-AV AV

Control by Constr.| Destr. || Constr.| Destr. || Constr.| Destr.
Adding an Unlimited Number of CandidatesR R R R I \%
Adding a Limited Number of Candidates || R R R R I \%
Deleting Candidates R R R R V I
Partition of Candidates TE:R | TE:R || TE:R | TE:R || TE:V | TE:|

TP:R | TP:R || TP:R | TP:R || TP: | TP: |
Run-off Partition of Candidates TE:R | TE:R || TE:R | TE:R || TE:V | TE:|

TP:R | TP:R || TP:R | TP:R | TP: 1 TP: |
Adding Voters \% V R \% R \%
Deleting Voters \% \% R \% R \%
Partition of Voters TE:V | TE:V || TEER | TE:V || TE:R | TE:V

TP:R | TP:R || TP:R | TP:R || TP:R | TP:V

Table 4.1: Overview of SP-AV results. Key: | means immune,&ans resistant, V means
vulnerable, TE stands for ties-eliminate, and TP for tiemapote. Results for SP-AV are
new; their proofs are either new or draw on proofs from [HH&OResults for plurality
and approval voting, stated here to allow comparison, aestduBartholdi, Tovey, and
Trick [BTT92] and to Hemaspaandra, Hemaspaandra, and Rdthie07a]. (The results
for control by adding a limited number of candidates for plity and approval voting,
though not stated explicitly in [BTT92, HHRO7a], follow imediately from the proofs of
the corresponding results for the “unlimited” variant o€ gproblem.)

Note that the approval/disapproval line has been movedterse;, vs, andv,. Al-
thoughc was the unique winner ifC,V), cis not a winner in({a,b,c},V) (in fact,b is
the unique winner irf{a,b,c},V)). Thus, SP-AV does not satisfy Unique-WARPL

4.2 Results for SP-AV

4.2.1 Overview

Theorem 4.1 below (see also Table 4.1) shows the complestylts regarding control of
elections for SP-AV. As mentioned in the introduction, withresistances and only three
vulnerabilities, this system has more resistances andrfemeerabilities to control (for
our 22 control types) than is currently known for any othetura voting system with a
polynomial-time winner problem.

Theorem 4.1. Sincere-strategy preference-based approval voting istast and vulner-
able to the22 types of control defined in Section 3.3 as shown in Table 4.1.
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4.2.2 Susceptibility
We start with susceptibility to candidate control.

Lemma 4.1. SP-AV is susceptible to constructive and destructive obhyradding can-
didates (in both the “limited” and the “unlimited” variant bthe problem), by deleting
candidates, and by partition of candidates (with or withaun-off and for each in both
tie-handling models, TE and TP).

Proof. From Theorem 3.3 and the obvious fact that SP-AV is a voicathgsystem,
it immediately follows that SP-AV is susceptible to constive control by deleting can-
didates and to destructive control by adding candidate®dih the “limited” and the
“unlimited” variant of the problem).

Now, consider the electiofC,V) with candidate se€ = {a,b,c,d,e, f} and voter
collectionV = {v1,vs,...,vg} and the following partition ofC into C; = {a,c,d} and
C = {b, e, f}:

(C,V) is partitioned into  (C,V) and (Cp,V)
vi: abc|def ac|d b|ef
vo: bc|adef c|ad b| ef
v3: ac| bdef ac|d b|ef
vi: bac|def acl|d b|ef
vs: abdec]| f ad]| c belf
Vg: abdfc|e ad| c bfl|e

With six approvalsg is the unique winner ofC,V). However,a is the unique winner
of (C1,V), which implies that is not promoted to the final stage, regardless of whether
we use the TE or TP tie-handling rule and regardless of whetkeemploy a partition of
candidates with or without run-off. Thus, SP-AV is susdelgtito destructive control by
partition of candidates (with or without run-off and for &aa both tie-handling models,
TE and TP). By Theorem 3.2, SP-AV is also susceptible to deswe control by deleting
candidates. By Theorem 3.1 in turn, SP-AV is also susceptibtonstructive control by
adding candidates (in both the “limited” and the “unlimitedriant of the problem).
Finally, we modify the above election as follows. L@E,V’) be identical to
(C,V), except thatv/ = {v1,v,,...,vs,v7} and v; has the sincere approval strategy:
aed f c| b Note thata is not the unique winner ofC,V’), asa loses toc by 5
to 6. However, if we partitio€ intoCy = {a,c,d} andC, = {b, e, f}, thenais the unique
winner in (C1,V’) andb is the unique winner ifCy,V’). Since both subelections have
a unique winner, it does not matter whether the TE rule or tRedle is applied. The
final-stage election i¢{a,b},V’) in the case of run-off partition of candidates, and it is
({a,b,e, f},V’) in the case of partition of candidates. Simogins againsbin the former



44 CHAPTER 4. CONTROL IN SP-AV

case by 4 to 2 and in the latter case by 5 to 4 (amhd f do even worse thah in this
case),a is the unique winner in both cases. Thus, SP-AV is susceptibtonstructive
control by partition of candidates (with or without run-@ifid for each in both models,
TE and TP). O

We now examine susceptibility in regards to voter control.

Lemma 4.2. SP-AV is susceptible to constructive and destructive obhyr adding vot-
ers, by deleting voters, and by partition of voters in boghhtandling models, TE and TP.

Proof.  Consider the electioC,V) with candidate seC = {a,b,c,d,e f} and
voter collectionV = {vi,vs,...,vg} and partitionV into V1 = {v1,v2,v3,v4} andVo =
{Vvs,Ve,V7,Vg}. Thus, we change:

(C,V) into (C,V1) and (C,V2)
vi: abc|def abc|def
vo: ac| bdef ac|bdef
v3: cbad]|ef cbad|ef
vi: ab | decf abldecf
vs: adc| bef adc| bef
Ve: ebcd|af ebcd|af
vv: decf| ba decf|ba
vg: d f| bace df|bace

With six approvalsg is the unique winner ofC,V). However,a is the unique winner of
(C,V1) andd is the unique winner ofC,V,), which implies that is not promoted to the
final stage, regardless of whether we use the TE or TP tielimgrdle. (In the final-stage
election({a,d},V), d wins by 5 to 3.) Thus, SP-AV is susceptible to destructivetin
by partition of voters in models TE and TP. By Theorem 3.3 andesSP-AV is a voiced
system, SP-AV is also susceptible to destructive contratiéieting voters. Finally, by
Theorem 3.1, SP-AV is also susceptible to constructiverobby adding voters.

Now, if we leta andc change their roles in the above election and argument, we see
that SP-AV is also susceptible to constructive control bstifpan of voters in models
TE and TP. By Theorem 3.2, susceptibility to constructivetoa by partition of voters
in model TE implies susceptibility to constructive contbyl deleting voters. Again, by
Theorem 3.1, SP-AV is also susceptible to destructive obhiradding voters. [

4.2.3 Candidate Control

Theorems 4.2 and 4.4 below show that sincere-strategyrprefe-based approval vot-
ing is fully resistant to candidate control. This result gliobe contrasted with that of
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Hemaspaandra, Hemaspaandra, and Rothe [HHRO7a], whodpnowveunity and vul-
nerability for all cases of candidate control within ap@bvoting (see Table 4.1). In
fact, SP-AV has the same resistances to candidate contpblieity, and we will show
that the construction presented in [HHRO7a] to prove pityraésistant also works for
sincere-strategy preference-based approval voting taaks of candidate control except
one—namely, except for constructive control by deletingdidates. Theorem 4.4 estab-
lishes resistance for this one missing case.

All resistance results in this section follow via a reductitom the NP-complete prob-
lem Hitting Set introduced in Section 2.2. Note that somewfmroofs for SP-AV are
based on constructions and arguments presented in [HHRO papve the correspond-
ing results for approval voting or plurality, whereas theagnder of our results require
new insights to make the proof work for SP-AV. For complet=ave will present each
construction here (even if the modification of a previousstarction is rather straightfor-
ward), noting the differences to the related previous contbns.

Theorem 4.2. SP-AV is resistant to all types of constructive and desitvaatandidate
control defined in Section 3.3 except for constructive @iy deleting candidates.

Resistance of SP-AV to constructive control by deletinglidates, which is the miss-
ing case in Theorem 4.2, will be shown as Theorem 4.4 below.

The proof of Theorem 4.2 is based on a construction for ptyrial [HHRO7a], except
that only the arguments falestructivecandidate control are given there (simply because
plurality was shown resistant to all cases of constructaedaate control already by
Bartholdi, Tovey, and Trick [BTT92] via different consttians). We now provide the
proof of Theorem 4.2 and the construction from [HHRO7apstly modified so as to be
formally conform with the SP-AV voter representation) imer to (i) show that the same
construction can be used to establish all but one resistanic€P-AV toconstructive
candidate control, and (ii) explain why constructive cohly deleting candidates (which
is missing in Theorem 4.2) doest follow from this construction.

Proof of Theorem 4.2.  Susceptibility holds by Lemma 4.1 in each case. The resistan
proofs are based on a reduction from Hitting Set and emplays@oction 4.3 below,
slightly modified so as to be formally conform with the SP-Aver representation.

Construction 4.3 ((HHRO7a]) Let (B,.”,k) be a given instance of Hitting Set, where
B={by,by,....bm}isaset, ={S,S,...,S} isacollection of subsets S B, and k<

m is a positive integer. Define the electi@@ V), where C= BU {c,w} is the candidate
set and where V consists of the following voters:

1. There ar&(m— k) + 2n(k+ 1) + 4 voters of the form:

c| wB.
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2. There ar&2n(k+ 1) + 5 voters of the form:

w | ¢ B

3. Foreachil <i <n, there are2(k+ 1) voters of the form:

S |cw(B-9).

4. Foreach j,1 < j <m, there are two voters of the form:

bj [ w c (B—{bj}).

Sincescorgcwy v)(C) —SCOrgcwi vy (W) = 2k(n—1) +2n—1 is positive (because of
n> 1), cis the unique winner of electiof{c,w},V). The key observation is the following
proposition, which can be proven as in [HHRO07a].

Proposition 4.2([HHRO7a]) 1. If.¥ has a hitting set Bof size k, then w is the unique
SP-AV winner of electioB' U {c,w},V).

2. Let DC BU{w}. If cis not the unique SP-AV winner of electidu {c},V), then
there exists a set’B- B such that
(a) D=BU{w},
(b) wis the unique SP-AV winner of electi®{ U {c,w},V), and

(c) B'is a hitting set of of size less than or equal to k.

Proof.

1. Suppose thd®' is a hitting set of” of sizek. Then we have the following scores
in election(B’'U{c,w},V):

scorgc) 2(m—Kk)+2n(k+1) 44,
scordw) = 2(m—Kk)+2n(k+1)+5,
scorgbj) < 2n(k+1)+2 foreachj, 1< j<m.

Thus,w is the unique SP-AV winner of electidB’ U {c,w},V).

2. LetD C BU{w}. Supposet is not the unique SP-AV winner of electidi U

{ch,V).



4.2. RESULTS FOR SP-AV a7

(@) Since for eacly € DN B, scorgp ey v)(b) < scorepyeyv)(c), andc is not
the unique SP-AV winner of electigib U {c},V), c can only lose the election
againsw. Thus,D = B'U{w}, whereB' C B.

(b) This part follows immediatly from pafg).
(c) Let/ be the number of sets i not hit byB’, then:

scoregucwv)(W) = 2n(k+1)+5+2(m—||B])),
scorggufewi vy (€) = 2(M—K) +2n(k+1) +4+2(k+1)L.

From part (a) we know, tha&coreg (cwy v) (W) > SCOr€g/scwyv)(C), i€,
2n(k+1) +5+2(m—||B'||) > 2(m—Kk) +2n(k+ 1) + 4+ 2(k+ 1).
Since all variables are integers, the above inequalityigspl
0> ||B|| —k+ (k+1)¢
thus,/ = 0, and sd' is a hitting set of of size less than or equal ko

U

Corollary 4.1. SP-AV is resistant to constructive and destructive coritychdding can-
didates (both in the limited and the unlimited version ofphablem).

Proof. This corollary follows immediately from Proposition 4.2avmapping the Hit-
ting Set instancéB, ., k) to the set{ c,w} of qualified candidates and the 80f spoiler
candidates, to the voter collectid and by havingc be the designated candidate in
the destructive case and by havingbe the designated candidate in the constructive
case. U

Corollary 4.2. SP-AV is resistant to destructive control by deleting cdaths.

Proof. Letthe electior{C,V) be given as in Construction 4.3 with distinguished candi-
datec. We claim that¥” has a hitting set of size at mdstif and only if c can be prevented
from being a unique SP-AV winner by deleting at most k candidates.

From left to right: Supposey has a hitting seB’ C B of sizek. According to
Proposition 4.2¢ is not the unique SP-AV winner of the electiof’ U {c,w},V). Thus,
by deleting the seB — B’ of candidates, whergB — B'|| = m—k, c is prevented to be a
unique SP-AV winner of the election.

Fromrightto left: Suppose, thatan be prevented from being a unique SP-AV winner
by deleting at mostn— k candidates. Leb C BU {w} be the set of deleted candidates,
such that ¢ D. Itimmediately follows from Proposition 4.2, th@t- D — {c} = B'U{w},
whereB' is a hitting set of” of size at mosk. U
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Corollary 4.3. SP-AV is resistant to constructive and destructive corityopartition of
candidates and run-off partition of candidates (for eaclvath models TE and TP).

Proof. We only prove the constructive case. Let the elec(i@rV) be given as in
Construction 4.3 with distinguished candidate We claim that¥ has a hitting set of
size at mosk, if and only if w can be made the unique SP-AV winner by partition or
run-off partition of candidates (for each in both models T &P).

From left to right: Supposey has a hitting seB’ C B of sizek. Partition the set of
candidates into the two subs€&@s= B’ U {c,w} andC, = C —C;. According to Propo-
sition 4.2,w is the unique SP-AV winner of the electidB’ U {c,w},V). Then, the score
of wis at least 2m— k) +4n(k+ 1) + 9 in the final stage, and the score of any participant
from the other subelection is at mosi(R+ 1) + 2, thusw is the unique winner of the
election.

From right to left: Suppose, there exists a partition suehwhis the unique SP-AV
winner of the election. In this case,is not the unique SP-AV winner of the election.
Then, there has to be a sub&et_ BU {w} of candidates such thatis not the unique
SP-AV winner of the electiotD U {c},V). Due to Proposition 4.2, there exists a skze
hitting set of.7.

For the destructive case simply change the rolesasfdw. O

Corollaries 4.1, 4.2, and 4.3 complete the proof for Theoden [ Theorem 4.2

Turning now to the missing case mentioned in Theorem 4.2@b@hy does Con-
struction 4.3 not work for constructive control by deletcandidates? Informally put, the
reason is that is the only serious rival ofv in the election(C,V) of Construction 4.3,
so by simply deleting the chair could make& the unique SP-AV winner, regardless of
whether.# has a hitting set of size However, via a different construction, we can prove
resistance also in this case.

Theorem 4.4. SP-AV is resistant to constructive control by deleting cdates.

Proof.  Susceptibility holds by Lemma 4.1. To prove resistance, wwide a re-
duction from Hitting Set. Let(B,.,k) be a given instance of Hitting Set, where
B={by,by,...,bn} isaset.” ={S,S,...,S} is a collection of subset§ C B, and
k < mis a positive integet.

Define the electioriC,V), whereC = BU {w} is the candidate set andis the col-
lection of voters. We assume that the candidate®® ame in an arbitrary but fixed order,
and for each voter below, this order is also used in each swbd For example, if

“Note that ifk = m thenB is always a hitting set of size at mast(provided that¥ contains only
nonempty sets—a requirement that doesn’t affect the NPptatamess of the problem), and we thus may
require thak < m.
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B = {by,b2,b3,bs} and some subs& = {by,bs} of B occurs in some voter then this
voter preferdy; to bz, and so does any other voter whose preference list corfiains
V consists of the following d(k+ 1) + 4m— 2k + 3 voters:

1. Foreach, 1 <i <n, there are &k+ 1) voters of the form:
S| (B-S)w

2. Foreach, 1<i <n, there are &k+ 1) voters of the form:
(B-S) w|S.

3. For eachj, 1 < j <m, there are two voters of the form:

bj | w (B—{bj}).

4. There are @gn— k) voters of the form:

B | w

5. There are three voters of the form:

w | B.

Since for eacl; € B, the difference
scorgc vy (W) —scorge vy (bj) = 2n(k+1) +3—(2n(k+1) +2+2(m—k)) = 1—2(m—k)

Is negative (due t& < m), w loses to each member & and so does not win election
(C,V).

We claim that” has a hitting seB’ of sizek if and only if w can be made the unique
SP-AV winner by deleting at most— k candidates.

From left to right: Suppose” has a hitting seB’ of sizek. Then, for eaclb; € B,

scoregqwy,v) (W) —scoreggwyv) (b)) =

2n(k+1) +2(m—Kk) +3— (2n(k+1) +2+2(m—K)) = 1,

since the approval line is moved fo(r@— k) voters in the third group, thus transferring
their approvals from members Bf~ B’ tow. Sow is the unique SP-AV winner of election
(B'U{w},V). SinceB'u{w} =C— (B—B/), it follows from ||B|| = mand||B'|| = k that
deletingm— k candidates fron€ makesw the unique SP-AV winner.
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From right to left: LetD C B be any set such thdD|| < m—k andw is the unique
SP-AV winner of electiofC — D,V). LetB' = (C— D) — {w}. Note thatB’ C B and that
we have the following scores {8’ U {w},V):

scorgg vy (W) = 2(n—£)(k+1)+2(m—|B'||)+3,

scorggwiv) (b)) < 2n(k+1)+2(k+1)f+2+2(m—k) foreachbj € B,
where/ is the number of set§ € .7 that are not hit byB’, i.e.,B'NS = 0. Recall that
for eachi, 1 <i <n, all of the Zk+ 1) voters of the formS | (B—S) w in the first
voter group have ranked the candidates in the same ordess, Tdrueach, 1 <i < n,
wheneveB' NS = 0 one and the same candidatdBirbenefits from moving the approval
line, namely the candidate occurring first in our fixed ondgifB’. Call this candidatée
and note that

scorepyqwyvy(b) = 2n(k+1) +2(k+1)¢+2+2(m—k).

Sincew is the unique SP-AV winner ofB’ U {w},V), w has more approvals than any
candidate irB’ and in particular more tham Thus, we have
SCOreR/{w} V) (W) — SCOreR/{w} V) (b)
= 2(n—0)(k+1)+2(m—|B||) +3—2n(k+1) —2/(k+ 1) — 2—2(m—k)
= 1+2(k—||B'||) —4¢(k+1) > O.
Solving this inequality fo¥, we obtain
1+2(k—||B|]) 4+4k

< =1
0<0<2k31) “akry
Thus? = 0. It follows that 1+ 2(k— ||B||) > 0, which implies||B'|| < k. Thus,B' is a
hitting set of size at mo%t O

4.2.4 \oter Control

Turning now to control by adding and by deleting voters, knewn from [HHRO7a] that
approval voting is resistant to constructive control andlilmerable to destructive control
(see Table 4.1). These proofs can be modified so as to also apply to sincermgyr
preference-based approval voting.

SProcaccia, Rosenschein, and Zohar [PRZ07] proved in thigrésting “multi-winner” model (which
generalizes Bartholdi, Tovey, and Trick’s model [BTT92] éyding a utility function and some other pa-
rameters) that approval voting is resistant to constraationtrol by adding voters. According to Foot-
note 13 of [HHRO7a], this resistance resultimmediateliofes from the corresponding resistance resultin
[HHRO5, HHRO7a], essentially due to the fact that lower tagiim more flexible models are inherited from
more restrictive models.
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Theorem 4.5. SP-AV is resistant to constructive control by adding vogers by deleting
voters and is vulnerable to destructive control by addintgx®and by deleting voters.

Proof.  Susceptibility holds by Lemma 4.2 in all cases. To provestasice to con-
structive control by adding voters (respectively, by dalgtvoters), the construction of
[HHRO7a, Thm. 4.43] (respectively, of [HHRO7a, Thm. 4.44prks, modified only by
specifying voter preferences consistently with the voi@pproval strategies (and, in the
deleting-voters case, by adding a dummy candidate who &pdisved and ranked last
by every voter in the construction to ensure an admissibles#&tegy profile). These
constructions provide polynomial-time reductions frora tP-complete problem Exact
Cover by Three-Sets defined in Section 2.2.

We now give the proof for these two resistance results. Ih bases, we start from an
X3C instancgB,.”).

In the case of constructive control by adding voters, fonaigiX3C instancéB,.”),
whereB = {by1,by,...,bsn}, m> 1, isasetand” = {S,S,..., S} is a collection of
subsets§ C B with ||S|| = 3 for eachi, we define the electiofC,V), with candidate set
C = BuU{w} and withV consisting ofm— 2 registered voters each of the form

B | w

Further, we defingV to consist of the followingn unregistered voters: For eaghl <i <
n, there is one voter of the form

wS§|[(B-3).

We claim that¥” has an exact cover fd@ if and only if w can be made the unique
SP-AV winner by adding at most voters.

From left to right: Suppose” contains an exact cover f& Add them voters ofW
corresponding to this exact cover\to LetW’ C W be the set of unregistered voters thus
added. Therscorec v w) (W) = mandscorgc yow (bi) = m—1forall 1<i < 3m, so
w is the unique winner.

From right to left: LetW’ be any subset & such that|W’|| < mandw is the unique
winner of the electioC,V UW'). It follows that||W’'|| = m, and eachb; € B can gain
only one point. Thus, thenvoters inW’ correspond to an exact cover f8r

In the case of constructive control by deleting voters, defive value/; = ||[{S €
< |bj € S}|| for eachj, 1 < j < 3m. Define the electiofiC,V), whereC = BuU {w,d} is
the set of candidatesy is the distinguished candidate, avids the following collection
of 2n voters:

1. For each, 1 <i <n, there is one voter of the form:

S| (®-5) wd



52 CHAPTER 4. CONTROL IN SP-AV

2. For each, 1 <i <n, there is one voter of the form:
w B | (B—Bj) d,
whereBj = {b; € B|i <n—/j}.

Note thatscorgc (W) = n andscorec v (bj) = nfor all b; € B.

We claim that¥” has an exact cover fd@ if and only if w can be made the unique
SP-AV winner by deleting at most voters.

From left to right: Suppose” contains an exact cover f@. Delete them voters
corresponding to this exact cover. 1\t C V be the set of voters thus deleted. Then
scorge vy (W) = n, scorgcy v (d) < n, andscorgcy _yr)(bj) =n—1 for all bj € B.
Thusw is the unique winner.

From right to left: LetV’ be any subset of such that|V'|| < mandw is the unique
winner of the electior{C,V —V’). We can assume that the voters corresponding’ to
have disapproved of the distinguished candidateSince each candidatg € B must
lose at least one point and by our assumption that only vétens the first group have
been deleted, it follows that the deleted voters correspoadtover. Since the number of
deleted voters is at most, they correspond to an exact cover Bxr

The polynomial-time algorithms showing that approval mgtis vulnerable to de-
structive control by adding voters and by deleting votersiR@7a, Thm. 4.24] can be
straightforwardly adapted to also work for sincere-stygtereference-based approval vot-
ing, since no approval lines are moved in these control scenaFor completeness, we
provide these proofs.

In the case of destructive control by adding voters, the tinpuhe algorithm is an
election(C,V), a collectionW of additional voters (where each votein V UW has a
sincere AV strategy, with 0 # S, # C), a distinguished candidatec C, and a nonneg-
ative integer’. The output will be either a subsét’ C W of voters such thatW’|| < ¢,
and adding the voters &' to V ensures that is not a unique winner, or it will be
“control impossible” if no such subset exists.Qf= {c} then output “control impossi-
ble” and halt, since one candidate is always the unique wimugpendent of the num-
ber of voters. If||C|| > 1 andc is already not the unique SP-AV winner of the elec-
tion (C,V) then outputW’ = 0 and halt. Otherwise, for each candidates ¢ define
surplugc,d) = scorec) — scordd). Among all candidates +# ¢ such that there exist
surpluQC’V)(c, i) voters inW who approve of and who disapprove d let j be one such
candidate for whictsurplusc .y (c, j) is minimum. Output thesurpluscy(c, j) voters
fromW who approve off and disapprove df. If there is no such candidajethen output
“control impossible” and halt.

In the case of destructive control by deleting voters, thmiirio the algorithm is an
election(C,V) (where each votev € V has a sincere AV stratedy, with 0 # S, # C),
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a distinguished candidatec C, and a nonnegative integér The output will be either a
subselV’ C V of voters such thaltV’|| < ¢ and deleting the voters &f fromV ensures
thatc is not a unique winner, or it will be “control impossible” ibrsuch subset exists. If
C = {c} then again output “control impossible” and halt||€|| > 1 andc already is not
a unique SP-AV winner of the electid,V), then outpuV’ = 0 and halt. Otherwise, let
j # ¢ be the candidate for whosurpluscy)(c, j) is minimum. Ifsurpluscy(c, j) > ¢
then output “control impossible” and halt. Otherwise, (nummesurpluqc’v)(c, j) voters
fromV who approve ot and disapprove of.

We now prove that, just like plurality, sincere-strateggfprence-based approval vot-
ing is resistant to constructive and destructive contrgbastition of voters in model TP.
In fact, the proof presented in [HHRO7a] for plurality in sgetwo cases also works for
SP-AV with minor modifications. In contrast, approval vatis vulnerable to the destruc-
tive variant of this control type [HHRO7a].

Theorem 4.6. SP-AV is resistant to constructive and destructive coriiyopartition of
voters in model TP.

Proof. The proof is again based on Construction 4.3, but the reglugs now from
Restricted Hitting Set (see Section 2.2). Now, the key olaim is the following propo-
sition, which can be proven as in [HHRO7a].

Proposition 4.3 ([HHRO7a]) Let (B,.#,k) be a given Restricted Hitting Set instance,
where B= {by,by,...,bn} isaset,” ={S,S,...,S} is a collection of subsets § B,
and k< m is a positive integer such thatkt-1) +1 < m—k. If (C,V) is the election
resulting from(B,.#,k) via Construction 4.3, then the following three statememés a
equivalent:

1. .# has a hitting set of size less than or equal to k.
2. V can be partitioned such that w is the unique SP-AV winmenadel TP.
3. V can be partitioned such that c is not the unique SP-AV evirmmodel TP.

Proof. Itis trivial that if V can be partitioned such thatis the unique SP-AV winner in
model TP, thert is not the unique SP-AV winner. Thus, statement two impliagesnent
three.

Let (B,.”,k) be a given Restricted Hitting Set instance as defined abokRedposi-
tion 4.3. Suppose, tha? has a hitting seB’ of size less than or equal to Partition
V into V1 andV;, such thal; consists of one voter of the forntc | w B, and for each
b; € B’ one voter of the formb; | w ¢ (B—{b;}), andV> =V —V;. The winners
of subelection(C,V;) are all candidates correspondingBoandw, since they all have
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a score of 1, all the other candidates have no points at althdnsecond subelection
(C,V2), cis the unique winner, sincgcorec v, (bj) < 2n(k+ 1) + 2 for each 1< j <n,
scorge v, (W) = 2n(k+ 1) +5, andscorec y,)(¢) = 2(m—k) +2n(k+ 1) + 3. Note, that
SCorgc y,)(€) — scorgcy,) (W) = 2(m—k— 1) > 0 due to the restriction in the Restricted
Hitting Set instance. By Proposition 4\&,s the unique SP-AV winner of the final stage.
This proves that the first statement implies the second ardidtatements.

Showing that statement three implies statement one willpteta the proof. Suppose
there is a partition o¥ intoV; andV, such that is not the unique SP-AV winner in the TP
model. We claim that is an SP-AV winner of one of the subelectioi Vy) or (C,V,).

For a contradiction, suppose thaits not a winner in both subelections. Then, there have

to be two candidatesy € BU {w} such that candidateis the winner of(C,V;) andy is

the winner of(C,V,). Then, the following holds:

(4.2.1) scorec ) (X) + SCOrec v, y) > scorec vy (c)+ SCOrec v,) (c)+2
> scorecy)(c) +2.

Sincec has the highest score of all candidate$@nV ), we havex #y. Then,
SCorgc v;) (X) +scorec ) (Y) scorgc ) (W) +scorec ) (bj)
2n(k+1)+5+2nk+1)+2
2n(k+1) +5+2(m—Kk)
scorgc v (C) +1,

VAN VANRVANRVAN

which contradicts to Equation 4.2.1. Thass a winner of one of the subelectio(@, V1)
or (C,V,) and will participate in the final round of the election.

Sincec is not a unique SP-AV winner of the final stage of the electibru {c},V),
whereD C BU {w}, by Proposition 4.2, has a hitting set of size less than or equal
tok. O

Theorem 4.6 now follows immediately from Proposition 4.3. [ Theorem 4.6

Finally, we turn to control by partition of voters in model TEor this control type,
Hemaspaandra et al. [HHRO7a] proved approval voting 1@&sish the constructive case
and vulnerable in the destructive case. We have the sambsrésusincere-strategy
preference-based approval voting. Our resistance pratbferconstructive case (see the
proof of Theorem 4.7) is similar to the corresponding proofesistance in [HHRO7a].
However, while our polynomial-time algorithm showing vahability for SP-AV in the
destructive case (see the proof of Theorem 4.8) is basecaothesponding polynomial-
time algorithm for approval voting in [HHRO7a], it extendeetr algorithm in a nontrivial
way.



4.2. RESULTS FOR SP-AV 55

Theorem 4.7. SP-AV is resistant to constructive control by partition aifters in
model TE.

Proof. Susceptibility holds by Lemma 4.2. The proof of resistaredased on the
construction of [HHRO7a, Thm. 4.46] with only minor changdset an X3C instance
(B,.) be given, wher® = {by,by,... b3y}, m>1,isasetand” = {S,S,...,S} is
a collection of subset§ C B with ||S|| = 3 for eachi. Without loss of generality, we may
assume that > m. Define the valué; = ||[{S € .| bj € S}|| for eachj, 1< j <3mas
in the proof of Theorem 4.5.

Define the electiorfC,V), whereC = BU {w,x,y} UZ is the candidate set with the
distinguished candidate, Z = {z,2,,...,2,}, and wheré/ is defined to consist of the
following 4n+ mvoters:

1. Foreach, 1 <i <n, there is one voter of the form:

y §[w(B-S)u{xpuz).
2. Foreach, 1 <i <n, there is one voter of the form:

y z | w (BU{XxpuUZ-{z})).
3. For each, 1 <i <n, there is one voter of the form:

w (Z—{z}) B | xy 3 (B—By),
whereB; = {bj € B|i <n—/;}.

4. There aren+ myvoters of the form:

X |y (Bu{w}uz).

Since the above construction is only slightly modified frdme proof of [HHRO07a,
Thm. 4.46], so as to be formally conform with the SP-AV votepresentation, the same
argument as in that proof shows that has an exact cover fd if and only if w can
be made the uniqgue SP-AV winner by partition of voters in midde Note that, in the
present control scenario, approval voting and SP-AV cderdiinly in the run-off, but the
construction ensures that they don't differ there.

From left to right, if . has an exact cover fd3 then partition the set of voters as
follows: V; consists of then voters of the formy § | w ((B—S)U{x}UZ) that cor-
respond to the sets in the exact cover, ofthem voters who approve of only, and of
the n voters who approve of andz, 1 <i <n. LetV, =V —V;. It follows thatw is
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the unique SP-AV winner of both subelecti@®, V) and the run-off, simply because no
candidate proceeds to the run-off from the other subelect@ V;), in whichx andy tie
for winner with a score ofi+ meach.

From right to left, supposev can be made the unique SP-AV winner by par-
tition of voters in model TE. LetVq,V2) be a partition ofV such thatw is the
unique SP-AV winner of the run-off. According to model T®&, must also be the
unique SP-AV winner of one subelection, say @,V:). Note that each voter of
the formy z | w (BU{x}U(Z—{z})) has to be inV,> (otherwise, we would have
scorge v, (W) = scorecy,)(z) for at least ond, and sow would not be the unique
SP-AV winner of(C,V;) anymore). However, if there were more tharvoters of the
foomy § [ w ((B—S)U{x}UZ) in V, thenscorecy,)(y) > n+m, and soy would
be the unique SP-AV winner of the other subelectigd,V,). But then, also in the
SP-AV model,y would win the run-off againstv becausescorg v (y) = 3n+m>
N = scorg 1 v) (W), which contradicts the assumption thiahas been made the unique
SP-AV winner by the partitior{V1,V). Hence, there are at mostvoters of the form
y S| w((B=-S)U{xuZ) in V,, and thesam voters correspond to an exact cover
of B. 0

Theorem 4.8. SP-AV is vulnerable to destructive control by partition afters in
model TE.

Proof.  Susceptibility holds by Lemma 4.2. To prove vulnerabiliye describe a
polynomial-time algorithm showing that (and how) the chain exert destructive con-
trol by partition of voters in model TE for sincere-stratgmeference-based approval vot-
ing. Our algorithm extends the polynomial-time algorithesdjned by Hemaspaandra
et al. [HHRO7a] to prove approval voting vulnerable to tlyigd of control. Specifically,
our algorithm adds Loop 2 below to their algorithm, and wd exiplain below why it is
necessary to add this second loop.

We adopt the following notation from [HHRO7a]. L&E,V) be an election, and for
each votewv €V, let S, C C denotev's AV strategy. In each iteration of Loop 1 in the
algorithm below, we will consider three candidatad), andc. Define the following five
numbers:

We=|{veVl|agSsS, b¢S, ce S}, Le=|{veV|aeS, beS, cZS},
Da=|{veVl|acsS, b¢S, cZS}, Dp=|{veVl|a¢gs, beS, cgZS}, and
Dac=|{veV]acS, b¢S, ceS}.

In addition, we introduce the following notation. Given deation (C,V) and two
distinct candidateg,y € C, letdiff (x,y) denote the number of voters\hwho preferx to
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y minus the number of voters Viwho prefery to x. DefineBy to be the set of candidates
y # xin C such thadiff (y,x) > O.

The input to our algorithm is an electid€,V), where each voter € V has a sincere
AV strategyS, with 0 # S, # C (otherwise, the input is considered malformed and outright
rejected), and a distinguished candidate C. On this input, our algorithm works as
follows.

1. Checking the trivial cases: can be done as in the case of approval voting, see
the proof of [HHRO7a, Thm. 4.21]. In particular,@ = {c} then output “control
impossible” and halt, since cannot help but win. I contains more candidates
than onlyc but c already is not the unique SP-AV winner (€6,V) then output the
(successful) partitiorfV,0) and halt. Otherwise, ifiC|| = 2 then output “control
impossible” and halt, asis the unique SP-AV winner dfC,V) in the current case,
and so, however the voters are partitioneanust win—against the one rivalling
candidate—at least one subelection and also the run-off.

2. Loop 1: For eacha,b € C such that|{a,b,c}|| = 3, check whethey can be parti-
tioned intoVy andV; such thascorecy,)(a) > scorge ;) (€) andscorec ) (b) >
SCOrgc v,) (C). As shown in the proof of [HHRO7a, Thm. 4.21], this is equeérglto
checking

(422) WC_LC S Da+ Db.

If (4.2.2) fails, thisa andb cannot prevent from being the unique winner of at
least one subelection and thus also of the run-off, so we rapue test the nexa
andb in this loop. If (4.2.2) holds, however, output the partitidva,V2) and halt,
whereV; consists of the voters contributingp, of the voters contributing tD 5,
and of min\W, D,) voters contributing t&\, and whera/, =V —V;.

3. Loop 2: For eachd € B, partitionV as follows. LetV; consist of all voters ity
who approve ofl, and letV, =V —V;. If d is the unique winner ofC,V;), then
output(V1,V>) as a successful partition and halt. Otherwise, go to thedhexB..

4. Termination: If in no iteration of either Loop 1 or Loop 2 a successful gaoti of
V was found, then output “control impossible” and halt.

Let us give a short explanation of why Loop 2 is needed for S stressing the
difference with approval voting. As shown in the proof of [RB7a, Thm. 4.21], if
none of the trivial cases applied, then condition (4.2.2d&dor somea,b € C with
II{a,b,c}|| = 3 if and only if destructive control by partition of voters model TE is
possible for approval voting. Thus, for approval votinglL.dop 1 was not successful
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for any sucha and b, we may immediately jump to the termination stage, where the
algorithm outputs “control impossible” and halts. In cast;, if none of the trivial cases
apply, then the existence of candidateandb with ||{a,b,c}| = 3 who satisfy (4.2.2)

is not equivalent to destructive control by partition of votersnodel TE being possible
for SP-AV: it is a sufficient, yet not a necessary conditiorheTreason is that even if
there are no candidatesandb who can prevent from winning one subelection (in some
partition of voters) and from proceeding to the run-off, iight still be possible that
loses or ties the run-off due to our rule of moving the applrbre in order to re-enforce
our conventions for SP-AV in this control scenario.

Indeed, if Loop 1 was not successfalwill lose or tie the run-off exactly if there
exists a candidaté # ¢ such thadiff (d,c) > 0 andd can win one subelection (for some
partition of voters). This is precisely what is being chetke Loop 2. Indeed, note
that the partition\VV1,V2) chosen in Loop 2 fod € B is the best possible partition for
d in the following sense: Ifd is not the unique SP-AV winner of subelecti¢d,V;)
then, for eactW C V, d is not the unique SP-AV winner of subelectigd,W). To see
this, simply note that ifl is not the unique SP-AV winner dtC,V;), then there is some
candidatexwith scorec y,)(X) = scorecy,)(d) = [[V1||, which by our choice 0¥, implies
scorgcw)(X) > scorgc ) (d) for each subset/ CV. O

Comparing Theorem 4.6 and Theorem 4.8, one can see thatiilestrontrol by
partition of voters in SP-AV yield different results depémgl on the tie-handling rule
used.

4.3 Bribery and Manipulation in SP-AV

Faliszewski et al. [FHHO6a] introduced the problem of brybier voting systems. In this
scenario, an external agent seeks to influence the outcoareadéction by bribing some
of the voters so as to change their preferences over thedztedi

Faliszewski et al. [FHHO6a, FHHOG6c] proved that approvdingis resistant to con-
structive bribery (even in the unweighted, unpriced vdr@inthe problem). Since the
voters’ approval lines are not moved in bribery (as the nundfecandidates remains
unchanged), the same result for SP-AV can be shown anallygous

Theorem 4.9. SP-AV is resistant to constructive bribery.

Faliszewski et al. showed the NP-hardness of construgbipeoaal-bribery via reduc-
tion from the NP-complete problem X3C (see Section 2.2).

In contrast, Theorem 4.10 below shows vulnerability to desitve bribery for ap-
proval voting and SP-AV, even in the weighted, priced varadrihe problem.
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Theorem 4.10.Both approval voting and SP-AV are vulnerable to destrechvibery,
even in the weighted, priced version of the problem.

Proof. Again, since the voters’ approval lines are not moved indygipit is enough
to prove the theorem for approval voting; an analogous patsaf works for SP-AV. We
describe a polynomial-time greedy algorithm that deteasihow the briber can bribe
some voters, without exceeding his or her budget, such tthiatiaguished candidate will
not be a unique approval winner if that is at all possible.

We introduce the following notation. Let, denote the weight and lgs, denote
the price of votewn. Leta andb be any two distinct candidates in an electiBrwith
score:(a) > score:(b). Define thecost-effectiveness of voter v for the candidates a and b

by

% if ais approved and is disapproved by

V
CE/(a,b) = \% if either botha andb are approved or both andb are disapproved

Vv
o otherwise

The cost-effectiveness gives us the price per unit weigttitltan gain ora when voter
v is being bribed suitably. We sayvoter v is more cost-effective than a voterit vi’s
cost-effectiveness is less thayis. The input of the algorithm is an electi¢@,V), with
distinguished candidatec C, and a budgek. Recall that each voterc V has a nontrivial
sincere AV strateg, with 0 # S, # C, a weightw, and a pricep,. The algorithm works
as follows:

(1) Trivial cases: If C = {c} then output “bribery impossible” and halt, since there is
no other candidate who could win the electionc i$ already not the unique winner
then output the given AV strategy profile f(€,V) and halt.

(2) Loop: For each candidat@e C, compute the cost-effectiveness & a) for each
voterv € V. Keep bribing the most cost-effective voteas long as the budgét
is not exceeded in the following way: IE {s approved and is disapproved by)
or (bothc anda are approved by) or (bothc anda are disapproved by) then
bribe v to approve ofa and to disapprove df. If this makes sure that isn't the
unique winner anymore, then output the thus modified AV sgaprofile and halt.
Otherwise go to the nexte C.

(3) Termination: If we haven't found a candidatein any loop iteration, such that we
could successively bribe voters to reach our goal, thenubtiibery impossible”
and halt.
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Let us give a short explanation of the loop. Since the disisiged candidate has
a surplus okcorec v () —scorgcy)(a) points against candidagg the briber wishes to
buy at least that many points as cheap as possible. This c$lyexehat the loop does:
The briber seeks greedily to bribe the cheapest voters, foeretlae other, until either the
budget limitk is exceeded (in which case the algorithm halts without ssg)aar until the
bribery was performed successfully. O

Note that our algorithm presented not only solves the datigroblem for destructive
bribery but also determines how to successfully bribe if ih@ossible.
We are turning now our attention to manipulation.

Theorem 4.11.Constructive and destructive approval-manipulation, @ppl-weighted-
manipulation, SP-AV-manipulation and SP-AV-weightedimalation are inP.

Proof. ~We only give the proof for constructive SP-AV-weighted-npaation. Let
(C,VUV’') be an election, wher€ is the set of candidate¥, = {v1,Vz,...,vn} is the
collection of voters who already cast their vot€$,= {Vn,1,Vni2,...,Vnem} is the col-
lection of manipulators, let € C be the distinguished candidate, andvigbe the weight
assigned to voter, e VUV with 1 <i <n+m.

If scorec.y)(c) > scorgc.y)(X) for eachx € C with x # ¢, then each manipulator puts
c left of the approval line. This way, no candidate can getalasc, thusc is the unique
SP-AV winner of electionC,V UV’). Otherwise, there is at least one candidateC
with scorgcy)(c) < scorgcy)(X). Letx be a candidate with highest score(@ V). If

m
scorgc v (X) — scorgcy)(c) > Z Wi,
i=n+1
then it is impossible for the manipulators to make candiddtee unique SP-AV winner,
sincec can gain on at most™ .. ; w; points. Otherwise, the manipulators’ votes have the

following form:
c | (C—{c}).

Clearly,cgainsony ", ., w; points, all the other candidates get no points at all. Thus,
cis then the unique SP-AV winner.

The destructive cases goes analogously with the differévaddf it is possible to make
c not a unique SP-AV winner, then the manipulators cast thregwin the following way:

(C—{ch | c

Clearly, the algorithm runs in polynomial time and it agaot only solves the decision
problem for constructive weighted manipulation but alstedaines how to successfully
manipulate if that is possible.
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Since SP-AV-manipulation is the single weight special cat&P-AV-weighted-
manipulation, it follows that SP-AV-manipulation is alsoP. O

4.4 Conclusions and Open Questions

We have shown that Brams and Sanver’'s SP-AV system [BSO&sistant to 19 of
the 22 previously studied types of control. On the one haik&, Copeland voting
[FHHRO8b], SP-AV is fully resistant to constructive coritrget unlike Copeland it
additionally is broadly resistant to destructive contr@n the other hand, like plural-
ity [BTT92, HHRO7a], SP-AV is fully resistant to candidatentrol, yet unlike plurality it
additionally is broadly resistant to voter control. Thus, these 22 types of control, SP-
AV has more resistances, by three, and fewer vulneralsilibecontrol than is currently
known for any other natural voting system with a polynontiale winner problem.

We have also shown that both approval voting and SP-AV amevable to destructive
bribery, even when weights and prices are assigned to tleesvot

An interesting open direction is to investigate control -8V or even in any other
voting system in a parameterized point of view. That is, faraple, fix the number
of candidates allowed to delete, is the resulting problemdfigarameter tractable or in-
tractable?

The main open question is still if there is a natural votingteyn with an easy winner-
determination procedure which is resistant against anyrabaction. In the following
chapter we will investigate fallback voting with respecbtar 22 control actions.
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Chapter 5

Control in Fallback Voting

This chapter considers in detail the second voting systémdaced by Brams and San-
ver [BS06], that combines approval and preference-bastdgyavith respect to our 22
control actions.

5.1 Definitions and Conventions

We start with the definition of fallback voting.

Definition 5.1 ([BS06]). Let (C,V) be an election, where the voters both indicate ap-
provals/disapprovals of the candidates. For each voter ¥, an AV strategy ofv is
defined analogously to SP-AV as a subse&t € such that v approves of all candidates in
S, and disapproves of all candidates inCS,. Each voter \« V also provides a tie-free
linear ordering of all candidates in,\SThe list of AV strategies for all voters inV is again
called anAV strategy profile for(C,V).

For each ce C, let scorgcyy(c) = [[{ve V|c e S} denote the number of c's ap-
provals, and let scof&v)(c) be theleveli score ofc which is the number of c’s approvals

ranked ont" position or higher.
Winner determination:

1. On the first level, only the highest ranked approved caatdilare considered. If
there is a candidate € C who has strict majority on this level, then c is the unique
level 1 FV winner of the election.

2. If there is no level 1 winner, the two highest ranked appdwandidates are con-
sidered in each approval strategy. If there is exactly onedodate cc C who has
strict majority on this level, then c is the unique level 2 Fviner of the election.

63
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If there are at least two candidates with strict majorityetha level 2 FV winner is
a candidate with the highest level 2 score.

3. If there is no level 1 or level 2 winner, the voters descawell by level to lower
levels until there is at least one candidate who was apprdyethe strict majority
of the voters. Denote this level by level i. If there is onlg ench candidate, he
or she is the unique level i FV winner of the election. If there more than one
candidates with strict majority, then a candidate with thghest level i score is a
level i FV winner of the election.

4. Otherwise, every candidate with the highest sggfg(c) is a winner of elec-
tion (C,V).

Note that a level 1 FV winner is always the unique FV winnerrmogéection. In con-
trast to sincere-strategy preference-based approvalgan fallback voting, regardless
of the control action, no changes have to be made on the aloialogously to SP-AV,
we also require sincerity in fallback voting, but unlike 8%-fallback voting allows for a
voter to have an empty approval strategy, iS¢+ 0 or even a complete approval strategy,
thus,S, =C, i.e., admissibility is not required.

We will represent votes in fallback voting like in SP-AV withe difference that all
candidates right from the approval line are represented set avithout ranking (e.qg.,
“a b | {c,d}” means that andb are approved of anais ranked first placey is ranked
second, whereasandd are both disapproved of, and they are not ranked).

Fallback voting, like SP-AV, does not satisfy Unique-WARP.

Proposition 5.1. Fallback voting does not satisfy Unique-WARP.

Proof. Consider the electio(C,V) with candidate sef = {a,b, c,d} and voter collec-
tionV = {vq,vo,...,Ve}:

vi=vw=v3: a c | {b, d}
vy=Vvs: bdc | {a}
vg: dac | {b}

There is no level 1 FV winner, and the unique level 2 FV winrfehe electionC,V)
is candidatea with scor%c V)(a) = 4. By removing candidate from the election, we get
the subelectioiC’,V) with C' = {a,c,d}. There is again no level 1 FV winner. However,
there are two candidates on the second level with strict mtyjoamely candidata and
C. Sincescor%c,yv)(c) = 5is higher tharscor%c,yv)(a) =4, the unique level 2 FV winner

of the subelectioiC’,V) is candidate. Thus, FV does not satisfy Unique-WARF]
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SP-AV FV AV

Control by Constr.| Destr. || Constr.| Destr. || Constr.| Destr.
Adding an Unlimited Number of CandidatesR R R R I \%
Adding a Limited Number of Candidates || R R R R I \%
Deleting Candidates R R R R V I
Partition of Candidates TP:R | TP:R || TE:R | TE:R || TE:V | TE: I

TP:R | TP:R || TE:R | TE:R || TP: | TP: |
Run-off Partition of Candidates TP:R | TP:R || TE:R | TE:R || TE:V | TE: I

TP:R | TP:R || TE:R | TE:R | TP: I TP: |
Adding Voters R Y S S R \%
Deleting Voters R \% S S R \%
Partition of Voters TE:R | TE:V | TE:S | TE:S || TE:R | TE:V

TP:R | TP:R || TE:S | TE:S || TP:R | TP:V

Table 5.1: Overview of fallback voting results. Key: | staragain for immune, S for
susceptible, R for resistant, V for vulnerable, TE means-¢éiminate, and TP means
ties-promote. For entries with “S” it is open whether resmiste or vulnerability holds.

5.2 Results for Fallback Voting

5.2.1 Overview

Theorem 5.1 and Table 5.1 show the results regarding cootrellections for fallback
voting.

Theorem 5.1. Fallback voting is resistant, vulnerable, and suscepttbléhe22 types of
control defined in Section 3.3 as shown in Table 5.1.

5.2.2 Susceptibility
Again, we start with the susceptibility statements for a¢date control.

Lemma 5.1. Fallback voting is susceptible to constructive and degiveccontrol by
adding candidates (in both the “limited” and “unlimited” cges), by deleting candidates,
and by partition of candidates (with or without run-off arat £ach in both models TE
and TP).

Proof. From Theorem 3.3 and the fact that FV is a voiced voting systellows that
FV is susceptible to constructive control by deleting cdatis, and to destructive control
by adding candidates (in both the “limited” and “unlimitecses).

Now, consider the electiofC,V) given in Proposition 5.1. The unique FV winner of
the election is candidat® Partition the set of candidates as follows: Ggt= {a,c,d}
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andC; = {b}. The unique FV winner of subelectid€,,V) is candidate as shown in
Proposition 5.1. In both partition and run-off partitiona#ndidates and for each in both
models TE and TP, candidaberuns against candidatein the final stage of the election.
The unique FV winner is in each case candidat&€hus, FV is susceptible to destructive
control by partition of candidates (with or without run-@fiid for each in both models
TE and TP). By Theorem 3.2 FV is also susceptible to destreictontrol by deleting
candidates. By Theorem 3.1 FV is also susceptible to cartsteucontrol by adding
candidates (in both the “limited” and “unlimited” cases).

In the following, let's change the roles afandc, with candidatec being our distin-
guished candidate. In electid®,V), c loses against candidage By partitioning the
candidates as described abovggets the unique FV winner of the election. Thus, FV is
susceptible to constructive control by partition of caradied (with or without run-off and
for each in both models TE and TP). O

We now turn to susceptibility to voter control.

Lemma 5.2. Fallback voting is susceptible to constructive and degivaccontrol by
adding voters, by deleting voters, and by partition of vei@n both models TE and TP).

Proof. Consider the electio(C,V), whereC = {a,b,c,d} is the set of candidates and
V = {v1,V2,V3,V4} is the collection of voters. Partitiodt into V1 = {v1,Vvo} andV, =
V —V;. Thus, we get:

(C,V) into (C,V1) and (C,V2)
vi: ac | {bd} ac | {bd}
vo: dc | {ab} dc | {ab}
v3: b ac| {d} bac| {d}
vs: ba | {cd} ba | {cd}

Clearly, candidate is the unique level 2 FV winner gfC,V). However,c is the unique
level 2 FV winner of(C,V1) andb is the unique level 1 FV winner ofC,V,), and so
a is not promoted to the final stage. Thus, FV is susceptibleegirdctive control by
partition of candidates in both models TE and TP. By Theore3raBd the fact that FV
is a voiced voting system, FV is susceptible to destructivgrol by deleting voters. By
Theorem 3.1, FV is also susceptible to constructive coily@dding voters.

By changing the roles ai andc again, we can see that FV is susceptible to construc-
tive control by partition of voters in both models TE and Tk. Bheorem 3.2 FV is also
susceptible to constructive control by deleting votersd Anally, again by Theorem 3.1,
FV is susceptible to destructive control by adding voters. O
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5.2.3 Candidate Control

In the case of fallback voting, we cannot use the constrostresented in [HHRO073a]
and in Section 4.2.3 for the resistance proofs, but we ehlihee to introduce new con-
structions, or, in some cases, significantly modify Corcdion 4.3.

All resistance results in this section follow via reductfoom the NP-complete prob-
lem Hitting Set defined in Section 2.2.

Theorem 5.2. Fallback voting is resistant to all types of constructivedashestructive
candidate control defined in Section 3.3 except for consitreacontrol by deleting candi-
dates.

Proof. We start with the construction for these thirteen contrehscios.

Construction 5.3. Let (B,.,k) be a given instance of Hitting Set, where =B
{b1,by,....,bm} is a set,. = {S,S,...,S}, n> 1, is a collection of subsets § B,
and k< m is a positive integer. Define the electi@ V), where C= BU {c,d,w} is the
candidate set and where V consists of the follovéngk + 1) +4m+ 11 voters:

1. There ar&m+ 1 voters of the form:
c | Bu{d,w}.
2. There ar&n+ 2k(n— 1) + 3 voters of the form:
c w | Bu{d}.
3. There are&n(k+ 1) + 5 voters of the form:
w ¢ | Bu{d}.
4. Foreachil<i<n,there are2(k+ 1) voters of the form:
dSc| (B-S)ufw}
5. For each j,1 < j < m, there are two voters of the form:
d by w| (B—{bj})uU{c}.

6. There ar&(k+ 1) voters of the form:

dwc| B.
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Since there is no level 1 FV winner in electi¢fc,d,w},V), and
Scor%{c,d,w},V) (c) = 2(m—Kk)+6n(k+1)+09,
SCO&( gy vy(d) = 2n(k+1)+2(m+k+1), and
SCOM€c g wyv) (W) = 4n(k+1)+2m+10,

cis the unique level 2 FV winner of the electi¢fc,d,w},V).
The crux of the proofs for the five control problems is thedaling proposition.

Proposition 5.2. 1. If.¥ has a hitting set Bof size k, then w is the unique FV winner
of election(B'U{c,d,w},V).

2. Let DC Bu{d,w}. If cis not the unique FV winner of electi¢gb U {c},V), then
there exists a set’B- B such that

(@) D=Bu{d,w},
(b) wis the unique level 2 FV winner of electit® U {c,d,w},V), and
(c) B'is ahitting set of of size less than or equal to k.

Proof.

1. Suppose thd®' is a hitting set of” of sizek. Then there is no level 1 FV winner
in election(B’U{c,d,w},V), and we have the following level 2 scores:

SCOM€ ¢ g (€) an(k+1) +2(m—K) +9,
SCOr€y e qwv(d) = 2n(k+1)+2(m+k+1),

SCOr€e ycawpy (W) = 4n(k+1) +2(m k) + 10,
Scor‘%efu{c,d,w},v(bj) < 2n(k+1)+ for eachbj € B'.

Thus,w is the unique level 2 FV winner of electigB’ U {c,d,w},V).
2. LetD C BU{d,w}. Supposeis not the unique FV winner of electigb U {c},V).

(a) Other tharc, only w is approved by a majority of voters. Thus,dfis not
a unigue FV winner of the electiofD U {c},V), then clearlyw € D. In any
election(DuU{c},V), candidatev has no level 1 strict majority, and candidate
¢ has not later than on level 2 strict majority. Thushas to tie or beat
on level 2. For a contradiction, suppodet D. Then,scorn%DU{C}yv)(c) >
4n(k+1) +2m+11. The overall score ol is scorgpcy,v)(W) = 4n(k+
1) +2m+ 10, which contradicts our assumption, thdties or beats on level
2. Thus,D =B'U{d,w}, whereB' C B.
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(b) This part follows immediately from paft).
(c) Let/ be the number of sets i& not hit byB’, then:

SCOM&y cupy)W) = 4n(k+1)+10+2(m— | B]),
SCOM&y oy vy (€) = 2(m—K)+4n(k+1) +9+2(k+1)L.

From part (a) we know, thatcoreg ¢ w) v)(W) > SCoregyicwy v)(C), i-€.,
an(k+1) +10+2(m—||B'||) > 2(m—K) +4n(k+1) +9+2(k+ 1)¢.
Since all variables are integers, the above inequalityigspl
0> ||B'|| —k+ (k+1)¢
thus,/ = 0, and sd' is a hitting set of” of size less than or equal ko

0

The following corollaries can be proven analogously as threesponding corollar-
ies in Section 4.2.3. For the sake of completeness we wilgirethe proofs for each
corollary.

Corollary 5.1. Fallback voting is resistant to constructive and destruetcontrol by
adding candidates (both in the limited and the unlimitedsiar of the problem).

Proof. This corollary follows immediately from Proposition 5.2awmapping the Hit-
ting Set instancéB,.”, k) to the set{c,d,w} of qualified candidates and the $&tof
spoiler candidates, to the voter collectddnand by having be the designated candidate
in the destructive case, and by haviwge the designated candidate in the constructive
case. U

Corollary 5.2. Fallback voting is resistant to destructive control by dilg candidates.

Proof. Letthe electior(C,V) be given as in Construction 5.3 with distinguished candi-
datec. We claim that¥” has a hitting set of size at mdstif and only if c can prevented
from being a unique FV winner by deleting at mast k candidates.

From left to right: Suppose” has a hitting seB’ of sizek. Delete them— k
candidatesB — B'. Now, both candidates andw have strict majority on level 2, but
SCOrg ¢ dwiup,v)(C) = 4n(k+1) +2(m—K) + 9 andscorec 4 wiugv) (W) = 4n(k+1) +
2(m—Kk) +10, thusw is the unique level 2 FV winner.

From right to left: Suppose thatcan be prevented from being a unique FV winner
by deleting at mosin— k candidates. LdD C Bu{d,w} be the set of deleted candidates,
such thatt ¢ D. It immediately follows from Proposition 5.2, th&t— D — {c} = B'U
{d,w}, whereB' is a hitting set of” of size at mosk. 0
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Corollary 5.3. Fallback voting is resistant to constructive and destreetcontrol by
partition of candidates and run-off partition of candidatéor each in both models TE
and TP).

Proof. We only prove the constructive case. For the destructive eassimply change
the roles ofc andw. Let the election(C,V) be given as in Construction 5.3 with distin-
guished candidate. We claim that¥” has a hitting set of size at mdstif and only ifw
can be made the unique FV winner by exerting control by pantidbr run-off partition of
candidates (for each in both models TE and TP).

From left to right: Supposey has a hitting seB’ C B of sizek. Partition the set
of candidates into the two subs&s = B' U {c,d,w} andC, = C —C;. According to
Proposition 5.2yv is the unique level 2 FV winner of the subelectid@i U {c,d,w},V).
Then, the score of in the final stage is at least@—k) +4n(k+1) +9, and the opponents
of win the final stage are only candidates fr@and their score is at moshgk+ 1) + 2.
Thus,w is the only candidate in the final stage with strict majoriwsis the unique FV
winner of the resulting election.

Fromright to left: Suppose, there exists a partition sualwths the unique FV winner
of the election. In this case,is not an FV winner of the election. Then, there has to be a
subseD C BU{d,w} of candidates such thatis not a unique FV winner of the election
(DuU{c},V). Due to Proposition 5.2, there exists a diddtting set of.~. 0

Construction 5.3 does not work for constructive control bleting candidates in fall-
back voting for the same reason as why Construction 4.3 dogerk for constructive
control by deleting candidates in SP-AV, namely, by detgtirthe chair could makev
the unique FV winner, regardless of whether or néthas a hitting set of sizk. The
following theorem provides a construction with which we abde to show resistance in
this case too.

Theorem 5.4. Fallback voting is resistant to constructive control byetelg candidates.

Proof.  Susceptibility holds by Lemma 5.1. L¢B,.” k) be a Hitting Set instance
with B = {by,bo,...,bm}, and a collection = {S,,S,...,S} of subsets§ C B, and a
positive integek < m.

Define the electioriC,V), whereC = BUC' UD UE U {w} is the set of candidates,
whereC' = {c1,¢p,...,C41}, D = {d1,do,...,dp}, E = {e1,e,...,en}, andw is the
distinguished candidate. The number of candidateB is p= 5 ;(n+k—||S]|) =
n+kn—yS ;]|S||. ThenV is the following collection of 2n+k+ 1) + 1 voters:

1. For each, 1 <i <n, there is one voter of the form:
S Diw| (B-S)UC'UE,

whereDi = {d;_yn 1511 (52 Ginrio-si, (1500 -
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2. Foreach, 1< j <k+1, there is one voter of the form:

E C’—{Cj} Cj | BUDU{w}.

3. There ar&+ 1 voters of the form:

w | BUC'UDUE.

4. There aren voters of the form:

C' | BUDUEU{w}.

5. There is one voter of the form:

C' w | BUDUE.

Note that there is no unigue FV winner in the above electioa candidates i€’ and
w are all leveln+k+ 1 winners.

We claim that¥” has a hitting set of sizk for B if and only if w can be made the
unigue FV winner by deleting at mokttandidates.

From left to right: Suppose” has a hitting seB’ of sizek. Delete the correspondig
candidates. Now, candidate is the unique level(n+ k) FV winner of the resulting
election.

From right to left: Suppose can be made the unique FV winner by deleting at most
k candidates. Since in electid@,V) there wer&k+ 1 candidates other thamwith strict
majority on leveln+k+ 1, by deletingk candidates, there is still at least one candidate
other thanw with strict majority on leveh+k—+ 1. Thus,w must be a unique FV winner
on a level lower or equal thami+- k. This is only possible, if in alh votes in the first voter
groupw moved forward at least one place. This, on the other handhlyspmssible if.
has a hitting seB’ of sizek. O

5.3 Conclusions and Open Questions

We have shown that Brams and Sanver’s fallback voting syfBSa6] is, like plurality,
fully resistant to candidate control. The 8 voter contraesaare all susceptible but it still
remains open whether FV is resistant or vulnerable to thesta actions.

Also the question whether fallback voting is still intrdatunder parameterized com-
plexity theoretic aspects for these control actions isapién.
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Chapter 6
Optimal Lobbying

In the American political system citizens and corporaticare allowed to make
contributions to representatives. We can make the assomphiat a politician
who accepts such a donation will vote according to the wisbieshe contribu-
tor (if the donation is big enough). Christian et al. [CFRBO6troduced and
studied the problem Optimal-Lobbying under parameterizeinplexity theoretic
aspects. We investigate in this chapter the more generagjhtesl version of
Optimal-Lobbying, Optimal-Weighted-Lobbying. We debaia greedy algorithm for
Optimal-Weighted-Lobbying and we determin the approxioratatio of our algorithm.

6.1 Framework

Suppose there aravoters who vote om referenda, and there is an external actor, which
is referred to as “The Lobby” and seeks to influence the ougcofrthese referenda by
making voters change their votes. It is again assumed that_®bby has complete in-
formation about the voters’ original votes, and that Thelwgé budget allows for influ-
encing the votes of a certain number, $apf voters. Formally, the Optimal-Lobbying
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problem as a decision problem is defined as follows [CFRSO06]:

Name: Optimal-Lobbying

Instance: An mxn 0-1 matrixL (whose rows represent the voters, whose columns rep-
resent the referenda, and whose 0-1 entries represent dledtes), a positive in-
tegerk < m, and a target vectore {0,1}".

Question: Is there a choice df rows inL such that by changing the entries of these rows
the resulting matrix has the property that, for each < j < n, the jth column has
a strict majority of ones (respectively, zeros) if and ofiye jth entry of the target
vectorx of The Lobby is one (respectively zero)?

Optimal-Lobbying can be rephrased as a parameterizedgmmbVhere the parameter
is the numbek of voters to be influenced.

Theorem 6.1([CFRS06]) Optimal-Lobbying is W2]-complete.

Proof Sketch. We just give a sketch of proof in this place, for the completsopwe
refer to the original paper from Christian et al. [CFRS06he®f the basic techniques to
proveW|2]-completeness is to show in the first step\th]-hardness of the problem via
reduction from a knowiwW|[2]-hard problem, in the second step to prove membership to
W/2] via reduction from the underlying problem to a problem kndabe inW/[2].

To showW|[2]-hardness, Christian et al. reduced from Wg2]-complete problenk-
Dominating Set. Le{G, k) be a given instance ¢&¢Dominating Set, wher& = (V,E) is
a graph with the set of vertic&= {v1,v»,...,vn}, and the set of edgds Furthermore,
let n be odd andnindedG) > k. Note, thatk-Dominating Set remaing/[2]-complete
under the above restrictions [CFRS06].

Define the lobbying matrix. as follows. L has 22— 2k+ 1 rows, where the top
rows are labeleds,vo,...,v,. L hasn+ 1 columns labeled as,r1,ro,...,rn. The first
column,r¢, has only zeros in the taprows and ones in the bottom- 2k + 1 rows, thus
there are R— 1 more zeros than ones i In any columnrj, wherei = 1,2,...,n, in
the topn columns there is a zero in a rowy if and only if vj € N[v]. Initially, in the
bottomn — 2k + 1 rows every entry is a one. For each colummwherei =1,2,...,n,
arbitrarily flip n—k— |IN[ri]|| + 1 entries from one to zero. Note, that now in all these
columns there are one more zeros than ones. Let the target bex = 1"+1, and let the
parameter bé&.

Now, (G,Kk) is a yes-instance df-Dominating Set if and only ifL,x k) is a yes-
instance of Optimal-Lobbying.

From left to right: Suppose th& has ak-dominating set. Choose the corresponding
k rows in the tom rows inL. In the first columny flip all the k entries from zero to one,
then there are exactly one more ones than zergs Bince the selectddrows correspond
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to a dominating set, for each of the remainimgolumns we can flip at least one zero to a
one. Thus, there is a majority of ones in each column.

From right to left: Suppose that we can choés®ws inL, such that flipping some
entries in these rows will lead to a majority of ones in eadmm. Since initially there
were X — 1 more zeros than ones g, the k chosen rows must have been among the
top n rows. On the other hand, in each of theemaining columns at least one entry
was flipped from zero to one, that is, each of the vertices werghbours of at least one
vertice out of thek chosen ones, thus thekerertices correspond to a dominating set.
Thus, Optimal-Lobbying i8V[2]-hard.

We are not going to show here the membership of Optimal-Loighin the class
W/[2], we point the reader to the proof in [CFRS06], where the rédngoes onto the
W(2]-complete problem Independeki®ominating Set.

This result is considered strong evidence that Optimalblyaty is intractable, even
for small values of the parameterHowever, even though the optimal goal of The Lobby
cannot be achieved efficiently, it might be approximablehimitsome factor. That is,
given anmxn 0-1 matrixL and a target vectore {0,1}", The Lobby might try to reach
its target by changing the votes of as few voters as possible.

We consider the more general problem Optimal-Weightedblyoiy, where we as-
sume that influencing the 0-1 vector of each vateexacts some pricerice(vi) € Qg.

In this scenario, The Lobby seeks to minimize the amount ofiegcspent to reach its
goal. The formal definition of the minimization problem is:

Name: Optimal-Weighted-Lobbying

Instance: An mxn 0-1 matrix L (whose rows represent the voters, whose columns
represent the referenda, and whose 0-1 entries represéviesNootes), there is
a cost functionc that maps from the set of rows to the rational numbers with
c(vi) = price(v;), and a target vectore {0,1}".

Question: Find a minimum cost subset of the set of rows such that by ahgrifpe
entries of these rows the resulting matrix has the prophaty for eachj, 1< j <n,
the jth column has a strict majority of ones (respectively, zeioand only if the
jth entry of the target vectorof The Lobby is one (respectively zero).

The problem Optimal-Lobbying is the unit-prices special seca of
Optimal-Weighted-Lobbying, i.e., whergrice(v;) = 1 for each votern;. It follows
that Optimal-Weighted-Lobbying (redefined as a paramegdrrather than an optimiza-
tion problem, where the parameter is The Lobby’s budget afeydo be spent) inherits
the W2]-hardness lower bound from its special case Optimal-Laldoyi

Proposition 6.1. Optimal-Weighted-Lobbying is W[2]-hard.

In the following section, we describe and analyze an efficggredy algorithm for
approximating Optimal-Weighted-Lobbying.
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6.2 Results

Let a matrixV € {0,1}™" be given, where the columms,r,...,ry of L represent the
referenda and the rows, v», ..., vy Of L represent the voters. Without loss of generality,
we may assume that The Lobby’s target vector is of the feem1" (and thus may be
dropped from the problem instance), since if there is a zeroat positionj, we can
simply flip this zero to one and also flip the correspondinggemnd ones in column).

For each column;j, define thedeficit d to be the minimum number of zeros that need
to be flipped to ones such that there are strictly more oneszé@s in this column. Let
Do = y]_, dj be the sum of all initial deficits.

Figure 6.1 gives the greedy algorithtn which proceeds by iteratively choosing a
most “cost-effective” row ot. and flipping to ones all those zeros in this row that belong
to columns with a positive deficit, until the deficits in allemns have decreased to zero.
We assume that ties between rows with equally good costtefémess are broken in any
simple way, e.g., in favor of the tiegl with lowesti.

Let R be the set of columns df whose deficits have already vanished at the begin-
ning of an iteration, i.e., all columns R already have a strict majority of ones. Lefre
denote the entries of restricted to those columns notiR) and let #(vijr:) denote the
number of zeros iV re. (Fori such that §(vijre) = 0, we consideprice(Vi) /#o(Vijre)
to be+.) During an iteration, theost per flipped entry in row;\(for decreasing the
deficits in new columns by flipping’s zeros to ones) iprice(Vi)/#(Vijre). We say a
votery; is more cost-effectivihan a votew; if vi's cost per flipped entry is less thayis.
When our algorithm chooses to alter a rawwe will think of its price being distributed
equally among the new columns with decreased deficit, andaatinstant will perma-
nently associate with every flipped ent®y, in that row its portion of the cost, i.e.,
cos(ey) = price(vi) /#o(Vijge)-

Clearly, the greedy algorithm in Figure 6.1 always stopd, iggrunning time is poly-
nomial, since the while loop requires only linear (in theuhpize) time and has to be
executed at moddo = 3 dj < n-[(m+1)/2] times (note that at mosg(m+ 1)/2]
flips are needed in each column to achieve victory for The l&tosition).

Now, enumerate thBg entries ofL that have been flipped in the order in which they
were flipped by the algorithm. L&k, e, ..., ep, be the resulting enumeration. Let OPT
be the money that would be spent by The Lobby for an optimalkehaf voters such that
its target is reached.

Lemma 6.1. For each ke {1,2,...,Do}, we have cogec) < OPT/(Dg—k+1).

1The special case of this algorithm, where each column has todvered” only once is the same as the
classical greedy algorithm for Weighted Set Covering, sag, [Vaz03].
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1. Input: A matrixL € {0,1}™",
2. Initialize:

Compute the deficitdj, 1 < j <n.
D« ZT:ldj- /* Initially, D = Dg. */
X —0.

3. While D #0do

Let Rbe the set of columns with d; = 0.
Find a voter whose cost-effectiveness is greatestysay
Let yi = price(vi) /#o(Viire)-
Choosey; and flip all zeros invj - to ones.
For each flipped entrgin v;, let cost(e) = y.

/* cosie) will be used in our analysis:/
X — XU{i}.

dj < dj — 1, for each columm; for which a zero was
flipped.

4. Output: X.

Figure 6.1: Greedy algorithm for Optimal-Weighted-Loltyi

Proof. Letl denote a voter set that realizes the optimal expenditurg&, @Preducing
the deficit to zero. Now, our analysis will follow the structwf the while loop of the
algorithm. So consider the algorithm at some point wheretingent deficitD, is strictly
greater than zero and we are starting a pass through the labge So the entry we will
next flip will be namedep,_p1.

If we were to at this point consider changing all the rows asded withl to all ones,
this certainly would reduce the deficit to zero in the curnmewtrix, as it in fact would
even reduce the deficit to zero in the original matrix, and pnyr passes through the
while loop never flipped any entry in a way that went againstltbbby’s goal (increased
any deficit). Now, the first important thing to note is thatrthenust be a collectioA of
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exactlyD zeros in the rows associated witlsuch that flipping just those zeros reduces
the deficit in the current matrix to zero. (This is clearlyerdue to the way deficits are
computed and the separateness of the columns and theitslgfici

So by buying the rows of at cost OPT we certainly can flip all tH& entries com-
posingA, i.e., we could image the cost as being distributed equatigt,so we could view
each such flipped entry as being purchased at costyDPHowever, the second impor-
tant thing to note is that this means there is some eleimant that contains at least one
element ofA such that for that element, at this momeprice(vi) /#o(Vijre) is at most
OPT/D.? Since our algorithm chooses the most cost-effective rowjlitchoose a row
with at least this cost-effectiveness.

Thus the first element of this iteration through the whiledpahich will beep,_p.1,
is bought at cost at most OPD. So, fork = Do — D + 1 the claim of this lemma is
satisfied, sinc®y— (Dp—D+1)+1=D.

However, note that each additional entry that we flip durimg same pass through
the while loop (e.g., some possibly empty prefixegf_p-2, €p,—p+3, €tc.) will not only
satisfy the claim of this lemma, but also will do even betsrit is (reducing the deficit by
one and is) being bought at the cost of QBT and the claim of the lemma was merely
requiring that these additional elements be bought fopeesvely, the strictly higher
costs OPT(D —1), OPT/(D —2), etc.

So, for each pass through the while loop, each entry flippeetsra beats the cost
bound stated in this lemma. O

Theorem 6.2. The greedy algorithm presented in Figure 6.1 approximatesproblem
Optimal-Weighted-Lobbying with approximation ratio atgho

Do 1 1
Zi—gl-i—InDogl-i—ln (n [m; D
=

Proof. The total price of the set of vote§ picked by the greedy algorithm is the sum
of the costs of those entries flipped. Thaigdace(X) = Ticx price(vi) = 2521 cosie) <

(1+ % +-oF Dl()) -OPT, where the last inequality follows from Lemma 6.1. [

2The reason is as follows. Consider for the moment assogiatith each element of each row bfhat
contains at least one elementAthe portion of OPT indicated by the row’s price divided by thember
of elements oA in that row. Clearly, the average of thdSeelement costs trivially must equal OPD, the
overall average cost. So since the weighted average eq®alglD then at least one of the values being
averaged must be less than or equal to ZIPF-and let us suppose that value is associated withitew.
SinceAis a set oD items that (starting from the current matrix) reduces thfeeddy D, every element of
Ainrowi’ must reduce the deficit associated with its column by 1. Angl®oy member o in rowi’ must
be a member o¥;1re. So the value associated with each membek of row i’, which we already argued
is at most OPTD, is greater than or equal to the valoigce(vy ) /#o(Vi/1re) that the algorithm computes for
each element oA—and indeed each element\gfre—in that row.
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|l nfre|rs | - | | pricew) |
Vi 0 1 1 1 1
V2 1 0 1 1 1/2
V3 1 1 0 1 1/3
Vi 1 1 1 0 1/n
Vi1 0 0 0 0 l1+¢
Vni2 1 0 0 0 2
Vnt3 0 1 0 0 2
Vnta 0 0 1 0 2
Vont1 0 0 0 1 2

Table 6.1: A tight example for the greedy algorithm in Figaré

Since the input size is lower-bounded oy n, Theorem 6.2 establishes a logarithmic
approximation ratio for Optimal-Weighted-Lobbying (andafor Optimal-Lobbying).
Note that the proof of Theorem 6.2 establishes an approijomaatio bound that is
(sometimes nonstrictly) stronger thz{rﬂjl 1/i. In particular, if the number of zeros
flipped in successive iterations of the algorithm’s whilegoare /1, /,...,¢p, where
01+ +---+{p = Do, then the proof gives a bound on the approximation ratio of

(1 ls lp P l;

_+ _|_..._|_ f -
Do Do—41 Do— (f1+---+4p-1) ,Zl Do— ¥} 1

This is strictly better tharEiD:Ol 1/i except in the case that eaéhequals 1. And this
explains why, in the example we are about to give that shoassthie algorithm can at
times yield a result with ratio essentially no better tiyh, 1/i, each?; will equal 1.

Now, we show that thg 2, 1/i approximation ratio stated in Theorem 6.2 is essen-
tially the best possible that can be stated for the greedyrigihgn of Figure 6.1. Consider
the example given in Table 6.1. The prices for changing tiiersb0-1 vectors are shown
in the right-most column of Table 6.1: Setice(v;) = 1/i for eachi € {1,2,...,n}, set
price(vi) = 2 for eachi € {n+2,n+3,...,2n+ 1}, and seprice(Vh+1) = 1+ €, where
€ > 0is a fixed constant that can be set arbitrarily small. Nod, flor eachj, 1 < j <n,
we haved; = 1, and henc®q = n.

When run on this input, our greedy algorithm sequentialpsflfori=n,n—1,...,1,
the single zero-entry of votet to a one. Thus the total money spentis 1/2+---+



80 CHAPTER 6. OPTIMAL LOBBYING

1/n=1+1/2+---4+1/Dg. On the other hand, the optimal choice consists of influgncin
just votervy 1 by flipping all of v, 1’s entries to ones, which costs only-e.

6.3 Combinatorial Reverse Auctions

Combinatorial auctions are economically efficient allcwad of wares in multiagent sys-
tems. In combinatorial multi-unit auctions a seller woukklto sell a set of different

items, where he or she offers a different number of units oié@m. A group of bidders

give bids, specifying how many units they want to buy fromreem and which overall

price they would pay for it. The seller wants to maximize leigenue.

The opposite situation is, in which a buyer seeks to get aiceammount of goods
on minimal cost, this case is called a combinatorial revarsgion. This setting is not
unnatural, it is indeed used in many market scenarios, famgie, in procurement. We
next give the formal definition stated as a minimization peab

Name: Multi-Unit Combinatorial Reverse Auction.

Instance: An mx n matrix L (whose rows represents the sellers, whose columns repre-
sent the items), with entriek ; € N* (representing the number of units of itggm
the buyer is willing to buy from sella), where 1< i < mand 1< j < n, the prices
of the bids(ps, p2,.. ., pm), wherep; € Q4 for all 1 <i < m, and a target vector
X= (X1,X2,...,X%), wherex; e N* forall 1 < j <n.

Question: Find a minimum price subset of the rows, such that the auetioreceives all
of the units of items he or she is asking (i.e.,

m m
min'y piyi such thaty A; jyi > xj,
2, 2,

wherey; € {0,1} and 1< j <n).

Sandholm et al. [SSGLO02] proposed a greedy approximatgoriéhm for the Multi-
Unit Combinatorial Reverse Auctions problem with the saogatithmic approximation
ratio as ours. Note, that the Optimal-Weighted-Lobbyinglgbem is a special case of the
Multi-Unit Combinatorial Reverse Auctions problem, witaahA; j € {0,1}.

6.4 Conclusions and Open Problems

Christian et al. [CFRSO06] introduced the optimal lobbyinglgem and showed it com-
plete for W2], and so generally viewed as intractable in the sense of presized com-
plexity. We proposed an efficient greedy algorithm for apprating the optimal solution
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of this problem, even if generalized by assigning pricesaienrs. The greedy algorithm
achieves a logarithmic approximation ratio and we prove tthat is essentially the best
approximation ratio that can be proven for this algorithne &0 show the connection
between optimal lobbying and combinatorial reverse aunstintroduced by Sandholm et
al. [SSGLO02].

We mention as an interesting open issue whether more elabalgorithms can
achieve better approximation ratios. Furthermore, it \@dag interesting to investigate
more general models of lobbying, for instance, when votins with initial probabilities
of voting for an issue and each voter has known costs for asong their probabilities
of voting according “The Lobby’s” agenda by each of a finité aeincrements. Also
other evaluation criteria could be considered, such asimngnmajority, where the aver-
age probability of all the voters for an issue is above a gnedeé threshold.

A further direction for future work could be the investigatiof combinatorial auctions
and reverse auctions, with respect to parameterized caityple
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Chapter 7

Junta Distributions for SAT

This chapter is motivated by the notion of “frequently datibwingly correct algorithms,”
which was proposed by Homan and Hemaspaandra [HHb] in thaik wn how to fre-
guently find winners of Dodgson elections [Dod76].

7.1 A Motivation: How to Find Dodgson Winners Fre-
guently

Recall the definition of Dodgson'’s voting system:(@,V) is an election and is some
designated candidate @@, we call (C,V,c) a Dodgson triple An election is won by
those candidates who are “closest” to being a Condorceteximviore precisely, given a
Dodgson electioriC,V), every candidate in C is assigned a score, which is denoted by
DodgsonScor&,V, c), and is defined to be the smallest number of sequential egelsan
of adjacent preferences in the voters’ preference orderdateto makes a Condorcet
winner with respect to the resulting preference orders. 8/aphas the lowest Dodgson
score wins.

The problem Dodgson-Winner is defined as follows:

Name: Dodgson-Winner.
Instance: An election(C,V) and a designated candidaten C.
Question: Is c a Dodgson winner ifC,V)?

The search version of this decision problem can easily bedstAs mentioned earlier,
Hemaspaandra, Hemaspaandra, and Rothe [HHR97] have shatvdetermining the
Dodgson winner is F-complete.

83
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It certainly is not desirable to have an election system whwaigsiner problem is hard,
as only systems that can be evaluated efficiently are agtua#d in practice. Fortu-
nately, there are a number of positive results on Dodgsatietes and related systems as
well. In particular, Bartholdi, Tovey, and Trick [BTT89btqved that for elections with a
bounded number of candidates or voters Dodgson winnersgnegotically easy to de-
termine. Fishburn [Fis77] proposed a “homogeneous” vanaiodgson elections that
Rothe, Spakowski, and Vogel [RSVO03] proved to have a polyiabtime winner prob-
lem. McCabe-Dansted, Pritchard, and Slinko [MPS] prop@sscheme (called Dodgson
Quick) that approximates Dodgson’s rule with an expondptiast convergence. Homan
and Hemaspaandra ([HHa], see also McCabe-Dansted, Rdi@rad Slinko [MPS]) pro-
posed a greedy heuristic that finds Dodgson winners with argnteed high frequency
of success.” To capture a strengthened version of this pyofemally, they introduced
the notion of a “frequently self-knowingly correct algdm”, and they noted [HHa]:

“The closest related concepts || are probably those involving proofs to be
verified, such as NP certificates and the proofs in interagmoof systems.”

This statement notwithstanding, we show how average-calg@gmial time relates
to the notion of frequently self-knowingly correct algduit.

7.2 Average-Case Complexity Theory

To prove a problem NP-hard is a common method of showing itepcdational in-
tractability as described in Chapter 2. Many NP-hard pnoislehowever, are eminently
important in practice, which is why various approaches g with NP-hardness have
been proposed, including approximation algorithms (séeptr 6), parameterized com-
plexity (see, Section 2.3), heuristics/algorithms thataways efficient (i.e., polynomial-
time) albeit not always correct (for example, the classd3&l[Sch86]), algorithms that
are always correct albeit not always efficient (for examtile,class APT [MP79]), etc.
A particularly interesting approach is to show that somehdRd problems can be solved
efficiently on the average.

The theory of average-case complexity was initiated by h.¢iev86]. A problem’s
average-case complexity can be viewed as a more signifiozasume than its worst-case
complexity in many cases, for example in cryptographic imppibns. We here follow
Goldreich’s presentation [Gol97]. Another excellentaatuction to this theory is that of
Wang [Wan97].

Intuitively, Levin observed that many hard problems—inmfthg those that are NP-
hard in the traditional worst-case complexity model—migbmhetheless be easy to solve
“on the average,” i.e., for “most” inputs or for “most prawlly relevant” inputs. He
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proposed to define the complexity of problems with respesbtae suitable distribution
on the input strings.

We now define the notion of a distributional problem and theglexity class AvgP.
In this chapter, we consider two heuristic algorithms: tlgoathm Greedy-Winner in-
tends to solve the decision problem Dodgson-Winner, andlt@rithm Greedy-Score
intends to compute the Dodgson score of some given candidaith heuristics work
well sufficiently often, provided that the number of votersajly exceeds the number of
candidates.

Here, we define only distributional search problems; thendefn of distributional
decision problems is analogous.

Definition 7.1 ([Lev86], see also [Gol97, Wan97]) 1. A distribution function u :
>* — [0,1] is a nondecreasing function from strings to the unit intémhat con-
verges to one (i.ey(0) > 0, u(x) < u(y) for each x< 'y, andlimy_,. 4(x) = 1).
The density function associated with is defined byu’(0) = u(0) and ' (x) =
pH(x) — u(x—1) for each x> 0. That is, each string x gets weight(x) with this
distribution.

2. Adistributional (search) problem a pair (f,u), where f: ¥* — X* is a function
andu : 2* — [0, 1] is a distribution function.

3. Afunction t Z* — N is polynomial on the average with respect to some distribu-
tion u if there exists a constamt> 0 such that

RS
X

< 00

H'(x)

XE2*

4. The clas®vgP consists of all distributional problem(d, () for which there exists
an algorithm<Z computing f such that the running time.wf is polynomial on the
average with respect to the distributign

In Section 7.4, we will focus on the standard uniform disttibn & on Z*, which is
defined by
~) 1
X)=—————.
K0 = X+ I2x

That is, we first choose an input sizet random with probability A(n(n+ 1)), and then
we choose an input string of that sigzeiniformly at random.

In Section 7.4, we we will make use of polynomial-time benaygorithm schemes.
This notion was introduced by Impagliazzo [Imp95] to pravah alternative view on the
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definition of Levin’s class AvgP (average polynomial timege$Lev86]). Impagliazzo de-
fines AvgP to be the class of distributional problefhsuy,) such that there is an algorithm
computingf in polynomial time on the average with respect to the inpseenbleuy,.

We in this chapter use the following notation. For any disttion u and for each
ne N let u, be the restriction ofu to strings of length exactly, and letu<, be the
restriction ofu to strings of length at most. (When discussing benign algorithms, the
length-0 stringe is routinely completely excluded from the probability distition—it
is by convention given weight zero—and so for such cases, [@dfinition 7.2, the “for
eachn € N” should be viewed as changed to saying “for eachN™".")

Definition 7.2 ([Imp95]). 1. An algorithm computes a function f witkenign faultsf
it either outputs an element of the image of f @ ‘and if it outputs anything other
than?, itis correct.

2. Letu be a distribution or=*. A polynomial-time benign algorithm schera a
function f onu is an algorithme7(x, &) such that:
(@) < runsin time polynomial inx| and1/4d.
(b) < computes f with benign faults.
(c) Foreachd, 0< d <1, and for each re N,

Proh,_ [« (x,0) = 7] < 4.
The following theorem gives Impagliazzo’s charactermatdf AvgP.

Theorem 7.1([Imp95]). A problem f oru is in AvgP if and only if it has a polynomial-
time benign algorithm scheme pn

7.3 Frequently Self-Knowingly Correct Algorithms

Homan and Hemaspaandra [HHa] proposed the following dieimif a new type of
algorithm to capture the notion of “guaranteed high suctresgiency” formally.

Definition 7.3 ([HHa]). 1. Let f: S— T be a function, where S and T are sets. We
say an algorithmes : S— T x {“definitely”, “maybe” } is self-knowingly correct
for f if, for each s€ S and te T, wheneverz on input s outputst, “definitely”)
then f(s) =t.

2. Analgorithmes that is self-knowingly correct forg=* — T is said to bdrequently
self-knowingly correct fog if

im [{xe Z"[A(X) € T x {"maybe”} }|| _

S =]

0.
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In their paper [HHa], Homan and Hemaspaandra present twqudrgly self-
knowingly correct polynomial-time algorithms, which thesall Greedy-Score and
Greedy-Winner. Since Greedy-Winner can easily be reducddréedy-Score, we fo-
cus on Greedy-Score only and briefly describe the intuitemrd this algorithm; for full
detail, we refer to [HHa]. (But both heuristics work wellimendously often—in a formal
sense of the notion—provided that the number of voters lgreateeds the number of
candidates.)

Given a Dodgson tripléC,V, c), Greedy-Score determines the Dodgson score of
with respect to the given electiof€,V). We will see that there are Dodgson triples
(C,V,c) for which this problem is particularly easy to solve.

For anyd € C — {c}, let Deficifd] be the number of votesneeds to gain in order to
have more votes thashin a pairwise contest betweerandd.

Definition 7.4. Any Dodgson triplg(C,V,c) is said to benice if and only if for each
candidate de C — {c}, there are at leasDeficit[d] votes for which candidate c is exactly
one position below candidate d.

Given a Dodgson tripl€C,V, c), the algorithm Greedy-Score works as follows:
1. For each candidatee C — {c}, determine Defic[d].

2. If (C,V,c) is not nice then output‘anything”,“maybe”; otherwise, if(C,V,c) is
nice then output
(Y dec—{cy Deficit[d], “definitely”).

Note that, for nice Dodgson triples, we have

DodgsonScor&,V, c) = Z Deficit[d],
deC—{c}

It is easy to see that Greedy-Score is a self-knowingly corpmlynomial-time
bounded algorithm. To show that it is evéequentlyself-knowingly correct, Homan
and Hemaspaandra prove the following lemma. Their proo$ aseariant of Chernoff
bounds which we introduce next.

Lemma 7.1(Lemma 11.9 of [Pap95])Let x, o, ..., X, be independent random variables
with % € {0,1} for alli, 1 <i <n, and let X= S ; x. Each variable with valud or 0
has probability p orl — p, respectively. Then foral < 0 < 1,

R

ProbX > (1+6)pn <e 3P



88 CHAPTER 7. JUNTA DISTRIBUTIONS FOR SAT

Lemma 7.2(Thm. 4.1.3 of [HHa]) Let(C,V,c) be a given Dodgson triple, whel#/ || =
n and ||C|| = m, chosen uniformly at random among all such Dodgson elestidrhe

probability that(C,V, c) is not nice is at mos2(m— 1)e*8LmZ.
Proof. Suppose thafC,V,c) is not nice. Then, for someée V — {c},

{ie{l,...n}|c<y d}||—g > |{i € {1,...n}|c =<y, d}|.

This is true only if, for somel € V — {c}, at least one of (7.3.1) and (7.3.3) is true, where

(7:3.1) i € {L,...n}le<y dh—3
1 n

(7.3.2) > 30

(7.3.3) [[{i € {1,...n}|c =<y d}||
3 n

(7.3.4) < 2

Using Chernoff bounds (see Lemma 7.1), it is easy to provetkigaprobability for
both the events (7.3.1) and (7.3.3) are exponentially sirmglj#. Here, the fact is used
that for arbitrary fixed candidatesandb, for some random vote, Proa <y, b] =1/2
and Profla <y b] =1/m.

Summing over all candidatese C — {c}, we obtain that the probability th&E,V,c)
is not nice, is< 2(m— 1)e*ﬁ. O

Homan and Hemaspaandra [HHa] show that the heuristic Giéédger, which is
based on Greedy-Score and which solves the winner probleBodgson elections, also
is a frequently self-knowingly correct polynomial-timegatithm. This result is stated
formally below.

Theorem 7.2(Thm. 4.4.2 of [HHa]) For all m,n € N*, the probability that a Dodgson
election(C,V) selected uniformly at random from all Dodgson electionsifigwn can-
didates and n votes (i.e., alim!)" Dodgson elections having m candidates and n votes
have the same likelihood of being selected) has the progeatythere exists at least one
candidate c¢ such that Greedy-Winner on inpatV, c) outputs “maybe” as its second

output component is less thain? — m)e s,

7.4 AvgP vs. Frequently Self-Knowingly Correct Algo-
rithms

Our main result in this section relates polynomial-timeigaralgorithm schemes to fre-
quently self-knowingly correct algorithms. We show thaemsvdistributional problem
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that has a polynomial-time benign algorithm scheme witlpeesto the uniform distri-
bution must also have a frequently self-knowingly correaypomial-time algorithm. It
follows that all uniformly distributed AvgP problems havdraquently self-knowingly
correct polynomial-time algorithm.

Theorem 7.3. Suppose that7 (x, d) is a polynomial-time benign algorithm scheme for a
distributional problem f on (the standard uniform distribution, see Section 7.2). Then
there is a frequently self-knowingly correct polynomiate algorithme?’ for f.

Proof. Foreacm e N, letd(n) = 1/(n+1)3. Define algorithme?’ as follows:
1. Oninputx € X*, simulates (X, d(||)).

2. If o7(x,0(|x|)) outputs ?, then outpyanything“maybe”).

3. If &@7(x,0(|x|)) outputsy € T, wherey #?, then outputy, “definitely” ).

By Definition 7.2, of “polynomial-time benign algorithm seme,” algorithme’ runs in
polynomial time. It remains to show that’ is frequently self-knowingly correct.

Fix an arbitraryn € N*. Now, we must be careful regarding the fact that Impagli-
azzo’s definition of benign algorithm schemes and &5 uarantees are all with regard
to drawing not over inputs of a given length (which is what wishwto consider) but
rather regarding drawing from inputg to and includinga given length. Thus, there is
some danger that even if a benign algorithm performs wellnntgelength parameter is
n (meaning related to strings of length up to and includipgthat such a “good” error
frequency might be due not to goodness at lemdiht rather to goodness at lengths 1,
n— 2, and so on. However, if one looks carefully at the relatieghts of the different
lengths this is at most a quadratically weighted effectt(thahe distribution’s probability
weight at lengtm is just quadratically less than the weight summed over atjtles less
thann), and so our choice a¥(n) = 1/(n+ 1)3 is enough to overcome this.

Let us now handle that rigorously. Recall timais fixed and arbitrary. Let us set the
constant (for fixedh) &' to be 1/(n+ 1)3. So, clearly

Proly_, [« (x,0") =7 =
e /(i +1) 1/(n(n+1))
St /(0 +1) St /(i +1))
Since< is a benign algorithm scheme, Propj.e7 (x,8") = ?] < &'. So, combining this
and the above equality, and solving for Pgdb7 (x,6') = 7}, we have
Profy, [/ (x,8') = 7 <

2 /(G +1) [ S/ +1)
1/(n(n+1)) Yt 1/(i(+1))

JProb., [o/() =7+ Proty, o/ (x,8') = 7.

Proby,_, ,[#/(x,0') = ’?]) .
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And so, clearly, Prof [« (x,8") = 7] <n(n+1)& = n(n+1)/(n+1)3. So

im [{xe Z"|.&'(x) € T x {“maybe”} } _

e =]

0,

which completes the proof. O

Corollary 7.1. Every distributional problem that under the standard unmfaistribution
is in AvgP has a frequently self-knowingly correct polynomial-tinhgoaithm.

Proof. Impagliazzo proved that any distributional problem on inpusembleuy, is in
AvgP if and only if it has a polynomial-time benign algoritreoheme; see Proposition 2
in [Imp95]. The claim now follows from Theorem 7.3. O

It is easy to see that the converse implication of that in Tanp7.1 is not true.

Proposition 7.1. There exist (distributional) problems with a frequentlyf-¢mowingly
correct polynomial-time algorithm that are not AvgP under the standard uniform dis-
tribution.

Proof.  For instance, one can define a problem that consists onlyriofjstin {0}*
encoding the halting problem. This problem is clearly noAugP, yet it is frequently
self-knowingly correct. 0

7.5 A Basic Junta Distribution for SAT

Procaccia and Rosenschein [PRO7] introduced “junta igions” in their study of NP-

hard manipulation problems for elections. The goal of agustto be such a hard dis-
tribution (that is, to focus so much weight on hard instaptieat if a problem is easy
relative to a junta then it will be easy relative to any readma distribution (such as the
uniform distribution).

Regarding Procaccia and Rosenschein’s notion of juntag dfate three “basic” con-
ditions for a junta, and then give two additional ones thattarlored specifically to the
needs of NP-hard voting manipulation problems. They sta& hope that their scheme
will extend more generally, using the three basic cond&iand potentially additional
conditions, to other mechanism problems. We will show thatthree basic conditions
for a junta are sufficiently weak that one can construct agjuelative to which the stan-
dard NP-complete problem SAT—and a similar attack can ba@echout on a wide range
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of natural NP-complete problems—has a deterministic s&arpolynomial-time algo-
rithm. This section’s contribution is to give a construatiodicating that the core three
junta conditions, standing on their own, seem too weak.

Since we will use the Procaccia—Rosenschein junta noti@ennrore general setting
than merely manipulation problems, we to avoid any chanceoofusion will use the
term “basic junta” to denote that we have removed the wordiipwdation” and that we
are using their three “basic” properties, and not the twoiteadhl properties that are
specific to voting manipulation. Our definition of “deternsitic heuristic polynomial-
time algorithm” is the same as theirs, and our definition @fsio deterministic heuristic
polynomial-time algorithm” is the same as their notion ofisseptible” (we avoid the
word “susceptible” as that term already has term-of-artmmegs in the study of the com-
plexity of elections, e.g., in [BTT92] and the line of worksitarted, see also Chapter 3)
except we have replaced the word “junta” with “basic juntaird so again we are allow-
ing their notion to be extended beyond just manipulationraedhanism problems.

Definition 7.5. 1. (see [PRO7]) Leu = {un}nen be a distribution over the possible
instances of arNP-hard problem L. (In this model, eagh, sums to 1 over all
length n instances.) We sayis a basic junta distributioif and only if u has the
following properties:

(a) Hardness: Therestriction ofL to u is the problem whose possible instances
are onlyUnen{X| [X| = n andun(x) > 0}. Deciding this restricted problem is
still NP-hard.

(b) Balance: There exist constantsxe 1 and N < N such that for all > N and
for all instances x|x| = n, we havel/c < Proh, [xe L] <1-1/c.

(c) Dichotomy: There exists some polynomial p such that for all n and for all
instances x}x| = n, eitherpn(x) > 2-PM or up(x) = 0.

2. (see [PRO7]) LefL, 1) be a distributional decision problem (see Definition 7.1 in
Appendix 7.2). An algorithr/ is said to be aleterministic heuristic polynomial-
time algorithm for(L, ) if <7 is a deterministic polynomial-time algorithm and
there exist a polynomial g and 8 N such that for each &> N,

1
Proh,, [x ¢ L <= & accepts k< —.
B [x ¢ Ps X< 5

When such & and.«7 exist, we’ll say that Lis in deterministic heuristic polynomial
time (with respect tqu).

3. (see [PRO7]) LefL, ) be a distributional decision problem (see Definition 7.1
in Appendix 7.2). An algorithmy is said to be abasic deterministic heuristic
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polynomial-time algorithm foKL, ) if u is a basic junta distribution (for L)«
is a deterministic polynomial-time algorithm, and theresexa polynomial g and
N € N such that for each &» N,

1
Proh,,[Xx ¢ L <= &/ accepts k< )
When such qu and o7 exist, we’ll say that Lis in basic deterministic heuristic
polynomial time (with respect ta).

We now explore their notion of deterministic heuristic pabynial time and their no-
tion of junta, both however viewed for general NP problemd asing the “basic” three
conditions. We will note that the notion in such a settingiisome senses not restrictive
enough and in other senses is too restrictive. Let us sténttwe former. We need a
definition.

Definition 7.6. We will say that a set L isvell-pierced(respectively,uniquely well-
pierced if there exist sets Pos P and Nege P such that PosC L, NegC L, and there

is some Ne N such that at each lengthXa N, each of Pos and Neg has at least one string
at length n (respectively, each of Pos and Neg has exactlgiimg at length n).

Each uniquely well-pierced set is well-pierced. Note thatler quite natural encod-
ings, such NP-complete sets as, for example, SAT certaielyall-pierced and uniquely
well-pierced. (All this says is that, except for a finite nuientof exceptional lengths,
there is one special string at each length that can easitigronly be recognized as in
the set and one that can easily, uniformly be recognized tis tloe set.) Indeed, under
guite natural encodings, undecidable problems such asaltiadiproblem are uniquely
well-pierced.

Recall that juntas are defined in relation to an infinite lististributions, one per
length (sou = {Un}nen). The Procaccia and Rosenschein definition of junta does not
explicitly put computability or uniformity requirementsiguch distributions in the def-
inition of junta, but it is useful to be able to make claims abthat. So let us say that
such a distribution isiniformly computable in polynomial tinfeespectively, isiniformly
computable in exponential timd there is a polynomial-time function (respectively, an
exponential-time functionj such that for eachand eactx, f(i,x) outputs the value of
Li(X) (say, as a rational number—if a distribution takes on otladues, it simply will not
be able to satisfy our notion of good uniform time).

Theorem 7.4.Let A be anyNP-hard set that is well-pierced. Then there exists a basic
junta distribution relative to which A has a basic determstig heuristic polynomial-time
algorithm (indeed, it even has a basic deterministic heigrigolynomial-time algorithm
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whose error weight is bounded not merelylypoly as the definition requires, but is even

bounded b)&/Z”Z_”). Furthermore, the junta is uniformly computable in expuired
time, and if we in addition assume that A is uniquely welkged, the junta is uniformly
computable in polynomial time.

It follows that, under quite natural encodings, almost aatyral set is in basic deter-
ministic heuristic polynomial time. For example, SAT is ahd halting problem is, both
under natural encodings. All it takes is for the given setdwehat all but a finite number
of lengths at least one element each that are uniformlyyei@sibgnizable as being in and
out of the set.

Proof. Let A be well-pierced. So there exists A and sets?osandNeg that satisfy
the definition of well-pierced. For eaah> N, let Pogn) denote the lexicographically
smallest lengtim string inPosand letNeg n) denote the lexicographically smallest length

n string inNeg
Define the distributiow = {vp}ncry as follows:
1. For each length > N, put weight 1/2”2 on all lengthn strings other thaPogn)
andNegn), and put weigh% (1— %) on each oPogn) andNegn).

2. For each length < N, let v, be the uniform distribution over that length, i.e., each
lengthn string has weight 12".

We now show thav is a basic junta distribution.

1. Hardness: Sindgl,cn{X| |X| = nandv,(x) > 0} equalsz*, the restriction ofA to
v equalsA, and so is still NP-hard.

2. Balance: Since for each length> N both Pogn) € A and Negn) ¢ A have
almost half of the probability weight of all length strings (namely, each has

1 (1— %ﬁ)) v is balanced.

3. Dichotomy: Since for alh > N and for allx, |x| = n, we havev,(x) > 2" and
for all n < N and for allx, |x| = n, we havevy(x) > 27", dichotomy is satisfied.

Note that the junta is uniformly computable in exponenimakt, and ifA is uniquely
well-pierced then the junta is uniformly computable in paynial time.

Our basic deterministic heuristic polynomial-time aldjom for (A, v) works as fol-
lows: On inputs that areogn), it accepts; on inputs that aréNeeg(n), it rejects; and on
every other input, it (for specificity, though it does not teataccepts.

For eacm > N, the error probability of this algorithm on inputs of lengtis at most

(2" —2) /2" < 1/20%n, O
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In the proof we achieve the error boun;mZ*” stated in Theorem 7.4. However, this

bound can easily be strengthened 1/(2@*”, for each fixed constark, by altering the
proof. Note that the altered algorithm will dependion

Loosely put, the above result says that the basic junta tondiare in some ways
overinclusive. We also note that the definition of junta, #melissue of when we will
have a basic deterministic heuristic polynomial-time &altpon, are exceedingly sensitive
to details of encoding.We mention quickly two such effects, one that indirectlygests
overinclusiveness and one that suggests underinclussene

As to the former, note thaveryNP-hard set is<h-reducible to a set that is in basic
deterministic heuristic polynomial time. This applies e¥e undecidable NP-hard sets,
such as SAB HP =ge1 {Ox| x € SAT} U {1y|y € HP}, where HP denotes the halting
problem. The proof is nearly immediate. Given an NP-harddAdelver some alphabét
that has cardinality at least two, and w.l.0.g. we assumedthad 1 are letters &), note
thatA <P-reduces to the sét = {00x|x € =*} U {1x1¥*+2| x € A}, and that is easily
seen to be in basic deterministic heuristic polynomial t{médeed, with error bound not
just 1/polybut even Yexponentig), in particular via the basic junta (relativeA) that is
the uniform distribution.

Regarding underinclusiveness, note that under the defindgf basic junta, no set
that at an infinite number of lengths either has all stringbas no strings can have a
basic deterministic heuristic polynomial-time algorithsmce for such sets the balance
condition of the notion of a basic junta can never be satisfietbllows easily that the
notion of having a basic deterministic heuristic polynodnrtil@e algorithm is not even
closed under polynomial-time isomorphisfs.

LIn contrast, the £” exponent andx| denominator (see Definition 7.1 in Section 7.2) in Levin'sy86]
theory of AvgP, average-case polynomial-time, were pedgidesigned, in that different setting, to avoid
such problems—problems that one gets by following the tyfesgmptotic focus on one length at a time
that the Procaccia and Rosenschein model adopts. On thehathd, even Levin’s theory has many sub-
tleties and downsides, and to this day has not found anytbsembling the type of widespread applicability
of NP-completeness theory; see any of the many surveys ttobia.

2To be extremely concrete, the NP-completeBet {00x|x € 3*} U {1x1‘x‘2+2|x € SAT} is (as per
the above) easily seen to be in basic deterministic hetigilynomial time, but the NP-complete set
B’ = {xx| x € SAT}, though it is by standard techniques polynomial-time isgghi toB (see [BH77]), is
not in basic deterministic heuristic polynomial time. IEtreader wonders why we did not simply use two
P sets, the reason is, under the Procaccia—Rosenscheittialefione needs NP-hardness to have a junta,
and one needs a junta to put something in deterministic $tgupolynomial time.
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